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CHAPTER 1
INTRODUCTION

Policy is a temporary creed lable to be changed, buf while o
holds good it has got fo be pursued with apostolic zeal
Mahatma Gandhi (18649 - 1948), [(Gan2]

Advances in the use of digital technologies to carry out our personal and professional lives
have changed the fundamental nature of communication. Where once sending electronic
mail to your mother was considered an aberration, it has become a matter of course for
many. However, these emerging technologies have a cost; we have sacrificed much of the
privacy and security afforded by traditional forms of communication in exchange for the
ease of online life.

Applications increagingly combat the limitations of existing Internet security and privacy
by providing basic security services. However, the types of security provided are often the
result of decigions made by either software architects or system administrators. As a result,
one must accept the security and trust model embodied by the application.

Group communication, in particular, hag suffered from the lack of security. Long used
as a foundation upon which distributed systemes are built, groups provide a single commn-
nication context under which participating entities can efficiently share information. The
security requirements of groupe are more complex than found in traditional peer commu-
nication; groups embody associations that are larger and more fluid than their pair-wise
counterparts. Therefore, the mismatch between changing user needs and statically defined
security is felt more forcefully and frequently in groups.

Securify policies bridge the gap between static implementations and user requirements.
A security policy is a statement of a communication participant's security desires, abilities,
and requirements. In systems supporting policy expression and enforcement, each com-
munication is subject to the reconciliation of the policies stated by all interested parities.
The way in which communication security is served (Le., the definition of the guarantees
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Figure 1.1: Scenario 1 - A pay-per-view ser- Figure 1.2: Scenario 2 - The headquarters
vice broadecasts & movie to a group of sub- company X broadcasts a series of presenta-
seribing clients. tioms.

provided and the means by which they are achieved) is a direct result of the reconciliation
process. Communication can ocour where the requirements of all parties can be met through
a single definition. Where not, the parties can choose to revise their policies or abort the
BCARINI.

Standard security services for group communication have yet to emerge. This is due in
large part to the security and user commumnities’ inability to articulate a single model ad-
dressing the needs of many useful environments. However, policy may provide sufficient flex-
ibility to make a secure general-purpose group communication framework feasible [HOMOL).
Thus, through the precise definition and enforcement of policy, each scssion can implement
a security model appropriate for its needs.

The following scenarioe illustrate two distinet environments in which a group application



can be deployed. These environments, a pay-per-view broadeast and & sales-conference,
represent very different kinds of sesgions that are built upon the same video-conferencing
application.

The pay-per-view service defined in seenario one and depicted in Figure 1.1 broadeasts
movies to client subscribers. The video-stream is generated from persistent storage and
transmitted at an established schedule. Clients playback received video content on local de-
viees. Several secure group communication frameworks are designed specifically to address
the requirements of this kind of pay-per-view application [BF94, Briig)].

In a pay-per-view environment, the ability to receive video data is predicated solely
on client subscription. The broadcaster restricts access to the content based on evidence
of payment. Clients arriving at A session present payment evidence (e.g., an electronic
receipt), and receive the keying material necessary to view video content. All video content
ia directly or indirectly decoded from this keying material.

The pay-per-view session forms a loosely connected group. The server need not have
knowledge of the subscribers viewing content over the course of the session. However, the
server must be able to ensure that only paying subscribers can view video content. For the
purposes of this example, there is no need to protect the group from past or future members;
each client who has paid for the broadeast is free to view any part of the session. However,
the server may wish to reduce the vulnerability of the session content to cryptanalysis by
periodically changing the keys.

Client admission (ie., payment, key distribution) is performed by a service external to
the video source. Little, if any, interaction occurs between the server and clients. Clients
assume their identity is shielded from other viewers (e.g., anonymity). In meeting this
expectation, it is important that due diligence be exerciged in protecting membership in-
formation from the clients and non-participants.

The video content itself must be protected. The broadeaster wishes to prevent eaves-
dropping by enforcing data confidentiality. In contrast, the client desires only the contents
be delivered at a rate that makes viewing acceptable (i.e., playback frame-rate).

Figure 1.2 depicts a second scenario supporting a video gales-conference. A video source
at the beadquarters of company X uses the session to broadcast a series of presentations
describing a new product line to its sales-force, suppliers, and customers. At the end of

an initial product line presentation, the customers and vendors are required to leave the



seasion. Following their departure, the video source convenes a presentation informing the
sales-force of the product line pricing structure.

Initially, the group should consist only of employees, suppliers, and customers. Thus,
each participant must be authenticated prior to being admitted to the group. Similar to
subscription, this requires that participants establish a means by which they can authenti-
cate themselves bofore joining the session. As the expected participants are likely to have
previously established a relationship with X, it would be efficient to use existing forme of
authentication. Assume that X has issued digital certificates for all of its employees and
passwords to all customers and suppliers. In this case, the admittance service authenti-
cates potential session participants via certificate (e.g., using 55L authentication [Grold))
Or password.

The content and tone of each presentation is a direct result of the participants present.
Hence, the video source requires knowledge of the membership throughout the session.
Failure to provide membership information may lead to the (possibly undetected) disclosure
of important information by X. For these reasons, company X additionally wishes fo ensure
that ite customers and suppliers are not able to continue receiving content during the
pricing presentation. In thie case, the keys used to protect the video stream must be made
unavailable to customers and suppliers at all points following the conclusion of the initial
prosentation.

Asz in the pay-per-view environment, the video feed is required to be confidential. How-
ever, additional protection may be needed. X may wish to prevent malicious or compromised
participants from altering the video stream. This requires that any modification to the data
be detectable (and ultimately discarded), and that the source of a message be accurately
identified.

These scenarios highlight two of many session environments appropriate for groups.
While the sessiong use the same conferencing application to distribute video data, the session
requirements dictate very different kinds of security. The deseription of each seenario defines
a unigue trust and threat model. A policy is the embodiment of these models. Architectures
supparting policy construction and subsequent enforcement address the requirements of
these and many other session environments in & Aexible and secure way.

Az it exists today, new environments require customized software or the acceptance of

existing application security. The acceptance of existing application security can lead to un-



addressed requirements, and ultimately insocure operation. For example, an infrastructure
designed for scenario one does not address all the requirements of scenario fwo. Similarly,
applications can incur performance penalties where unnecessary security infrastructure is
provided. A policy management infrastructure addresses these mismatches through the
explicit specification and subsequent enforcement of application policies meeting session
requirements.

While recent advances have increased the guality and availability of standard security
services for peer communication (Le., [PSec [KABE], S85L [Grofd]), similar advances in group
communication have not been fortheoming. Policy-based group communication systems
present us with a unique opportunity: using previous successes and failures as a guide, we
can accelerate the adaptation of group communication ag a building block of distributed
systoms. The Hexible security afforded by policy management allows new approaches to
be constructed and deployed rapidly. These frameworks require that policy specifications,
rather than the applications or infrastructure, be modified to take advantage of new security
BETVICES.

The goals of this thesis are summarized in the following statement:

An essential aspect of group security is the definition of infrastructures in which
the abilities and requirements of communication participants can be efficiently
reconciled and enforoed.

Hence, thie thesie investigates the algorithms, construction, and performance of architec-
tures supporting policy determination and enforcement in secure group communication. The
investigation of policy determination considera the form, meaning, and processes used to
represent and derive group and member security requirements. The investigation of policy
enforcoment considers the means by which the requirements are addressod.

Policy management is not & panacea. The fundamental coste associated with systoms
supporting policy often take the form of infrastructure complexity and system performance.
Hence, a central goal of this thesis ie quantification of the coste of policy management.

1.1 Secure Group Policy

Policy is used to address changing user and environmental needs. Through policy, software

services state and reconcile the (sometimes conflicting) needs of all communication partic-



ipants in real time. Each session occurs within the context of a shared policy defining the
acceptable behavior and requirements of its participants. Thus, rather than relying solely
on the system designers or network administration to define service behavior, the interests
of all parties are considered at the point at which communication ocours. While this the-
ais focuses on the definition and enforcement of policies appropriate for secure groups, the
identified technigques are likely to be applicable to other contexts.

A group is defined as a collection of collaborating entities communicating over a real
or virtual broadcast medinm'. Early work in gronp communication focused on the study
or reliable communication [KT91, Bir%3, RBM96]. Often, groups are organized around
a single session leader” and potentially many group members. The session leader directs
all group behavior by coordinating the addition or ejection of members, the ordering of
messages {where delivery semantics are implemented), and recovery from lost messages or
failed members. (Group members are clients acting at the behest of the session leader.
Maore Hexible models have been investigated as group communication has matured. Hecent
work has investigated groupe containing multiple or backup session leaders [DMB96] and
hierarchies of subgroups [Mit97). In the extreme, an egalitarian (or peer) group consists of
a collection of equal partners [SSDWOH].

The advent of the Internet heightened concerns over the lack of security available to
gronps. The first protocols implementing secure groups applied well-understood technigues
previously used in peer communication. This led to useful, but limited, security [HM%7h,
HMY97a, Bal®i, Gon%6). Other works focused on the development of techniques for secure
reliable group communication [HeiBd], or on techniques addressing security requirements
unique to multiparty communication [PSTCM), WGLSE|.

In this thegis, a group security policy i defined as the statement of the entirety of
security-relevant parameters and facilities ueed to implement the group. This best fits
the viewpoint of policy as defining how security directs group behavior, which entities are
allowed to participate, and what mechanisms will be used to achieve mission-eritical goals.
Mote that this definition is not restricted to elecironically distributed statements; facets of

1'I‘3,']:-:'||:a.ll_'.r: group broadeast is implemented by o transport layer protocol sech as [F muoblticast [Deci9],
Howrever, whiere unavailable, groups can be implemented over a logical brosdeast channel built on point-to-
point protocals [Fragd, BOGT00, CRZ00, JGIT00, CRBO0].

*Mo single name has been sceepbed for the growp authority, Largely defined by eheir responsibilities
within & given system, ather labek include: contreller, arbiter, and seguencer. Thronghoat, ths entity will
b referred to as the session leoder.



policy are often implicitly stated through the design and configuration of software.

This definition differs from previous work in security policy. Authentication [TJM 99,
RMN{H)| and trust management systems [BFLYG, BFIK99b, CFL* 98] view security policies as
statements of acceptable authentications and aceess control. Policy is specified and evalu-
ated within a well-defined and often rigorously evaluated framework. However, provisioning
and enforcement is largely outside the scope of these systems. Conversely, in policy based
nefworking [SWM*T04], a policy defines generalized rules for the configuration of network
resources. Used for network management, these systems define how hardware and soft-
ware present in a8 network are configured, and in the presence of changing environments,
reconfigured.

HRecent work in secure gronp communication embraces a more flexible definition of group
policy. Policies in contemporary secure group communication systems [HMO9Th, HM97a,
DBH*(0, MPHYY] are chiefly designed to dictate the provisioning of security mechanisms
(e.g., parameoters and algorithms for session keying). Although these systems provide in-
creased flexibly in defining group behavior, they often dictate the trust embodied by the
group. Moreover, it is not immediately clear that the enforcement infrastructure adequately
addresses all sesgion security requirements.

The approaches described in this thesis are evaluated through the construction and eval-
uation of the Antigone group communication framework. The core components of Antigone
include the Ismene Policy Determination Engine and Antigone Policy Enforcement Archi-
tecture. Ismene defines the representation and processes used to derive security policy.
The Antigone enforcement architecture implements a secure group communication service
meeting the requirements stated in the derived policies.

Group policies in Antigone are created by policy dssuers. The policy issuer is the logical
owner of the group and is trusted to faithfully identify session requirements. (nce spec-
ified, the policy is stored in & well-known and available policy repository. The repository
commaonly treats policies as opague data. For example, LDAP [YHKY5] may be used for
this purpose.

A policy can be stated abstractly or conditionally. An absiract policy states some
conceptual aspect of security that is to be achieved or implemented. For example, while
a confidentiality policy is abstract, a DES encryption policy is not. A conditional policy
indicates, based on the operating environment, which policies should be enforced. An exam-
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Figure 1.3: Antigone Session Policy - A session defining group policy is created by a policy
issuer and stored in the policy repository. The initiator reconciles the local policies of the
expectod participants prior to session initialization. The resulting policy instantiation is
transmitted to group members prior to their acceptance into the group.

ple conditional authentication policy states that emplovess of company X may participate
during normal working hours, but not at other times.

A policy may be discretionary. Statements of discretionary policy allow the initiator
some Hexibility in defining the group. An example discretionary policy states that either
Triple-DES |[Nat99 or DESX [KRY96] be used for confidentiality. The semantics of such a
statement indicate that one of the two algorithms must be used, but not both or neither.

Each participant states ite et of local requirements on a future session through a local
palicy. Theose policies explicitly emumerate the conditions upon which the member’s partic-
ipation ig predicated. Similar to group policies, these statements may express provisioning,
authentication, and aceess control requirements.

Figure 1.3 describes the use of policy over the course of one session of an Antigone
group M. M is a centralized group containing a session leader My and a set of members
M; {where 1 < i < n» and n i the number of members of group). Note that depending
on the user and system needs, other attributions of trust and group organization will be
appropriate. Antigone is not restricted to groupe of the type defined in this example;
peer, hierarchy, or multiple session leader groupa can be constructed from a collection of



appropriate mechanisms.

Based on a session announcement or invitation, My begins session initialization by re-
trieving the group policy and the local policies of the expected participants. The group
and local policies are reconciled to arrive at & policy instanbiation. A policy instantiation
containg unambiguous configuration directives and statements of authentication and access
control.

M), initializes the session as directed by the instantiation. At some later point, a group
member M) attempts to join the group. However, before joining, My must first acquire
the policy instantiation. This leads to & problem:; if the policy must be protected (e,
confidential), how does M perform authentication before knowing the means by which
authentication is roguired to be performed? In this case, it i3 necessary to establish a
secure channel between My and M, prior to the knowledge of the policy [HCMO1]. This
iasue is addressed through the establishment of a publicly available authentication policy
(soe Chapter 5). M) obtains the instantiation following the authentication process.

Mote that it may not be possible to derive an instantiation that meets the requirements
of all members. Therefore, M tests the complionce of the received instantiation with its
local policy via a compliance algorithm. A compliant instantiation is consistent with all
statements in the local policy. Failure of the instantiation to comply with the local policy
can result in the modification of the loecal policy or the abstention of the participant from
the session.

The enforcement of policy cccurs in two phases. Initially the provisioning policy defines
the mechanisma and configuration used to implement the group. The mechanisms and con-
figurations used to support group communication are explicitly stated in the instantiation.
The statements are used by M) to mitialize &ll local interfaces and software. The second
phase of policy enforcement ocoure over the course of the session. The fine-grained authen-
tication and access control policies defined in the instantiation resérict access to specific
gronp actions. Based on supporting credentials and contextual information, these policies
are used to assess an entity’s right to perform actions within the group.

Any mumber of events occur over the course of a session. Those represented by messages
require each receiver to evaluate sender anthentication. For example, consider the member
M, receiving a rekey message. M, must determine that some authority authorized to modify
the session sent the message. The member maps the credentials and conditions associated
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with the rekey message onto a set of rights. If the right to assert a new session key ie
granted, then the new session key is accepted.

1.2 Thesis Structure

The remainder of this thesis 8 structured as follows., Chapter 2 develops a definition of
secure group policy and presents a taxonomy of group security requirements. Chapter 3
considers the technologies supporting security policy and group communication. Chapter 4
defines Ismene and analytically evaluates the algorithme used for determination. Chapter §
describes the design and use of the Antigone policy enforcement architecture. Chapter 6
considers the expressiveness of Ismene via an investigation of the security requirements of
the AMirD content distribution service in diverse environments. Chapter T evaluates of the
coate of policy determination and enforcement within Antigone. Chapter 8 recapitulates
the goals of this thesis and identifies avenues for foture work.

This thesis investigates architectures and algorithms used for policy determination and

enforcement in secure group communication. The main contributions are:

ldentification of the policy space relepant fo secure groupa:

This thesis presents a map of group security policies derived from an evaluation
of group frameworks, applications and environments. Group security require-
ments can be categorized into policies defining provisioning, authentication, and
acceas control. Provisioning policies define how the group addresses session noeds
by the appropriate configuration of security mechanisma. An guthentication pol-
icy states the identities allowed to participate in the group. Thig policy not only
identifies the parties that may participate, but also the conditions under which
they may participate. An access contrel policy defines in the capacity by which
authorized parties can participate. This largely defines the trust embodied by
the group by mapping authorized participants or credentiale to a set of relevant
actions. A comprehongive survey of techniques used o define and enforee these

policies I8 presented in Chapter 3.

A language and algorithms for multiparly policy deferminalion
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Policy determination in multiparty communication i8 more complicated than
those found in peer environments. This is due in large part to the number of
entities involved, the complexity of services used, and the multitude of entity
relationghips that must be supported. Converging on singular definitions that
meet the requirements of all interested parties is non-trivial. The Ismene lan-
guage and associated algorithms allow conditional and flexible statements to be
wsed to derive a universally accepted policy. Moreover, unlike many previous
policy approaches, policy encompasses the totality of the security context. The
tractable nature of all algorithms ueed in the critical path of session creation
and maintenance is determined via formal analysis. Confidence in the efficiency
of these algorithms ig further established experimentally.

The use of policy fo define flexible group services

The means by which enforcement is performed ultimately determines the ef-
fectiveness of any policy approach. The Antigone framework presented in this
thesie provides flexible interfaces for the enforcement of group security policy.
Antigone constructe group services from software mechanisms that implement
the bagic services required by groups. The composition and configuration of
mechanisme ig directed at run-time by policy. Policy is enforeed through the
response to relevant evends observed by the composed mechanisms. The design
and limitations of event and component-based systems construction is evaluated,
and paolicy implementing abstractions described.

The investigation of the requirementa and costz of policy defermination and enforcement

While many mechanisme designed to address specific security requirements in
groups have recently emerged, little is known about their requirements and
performance in integrated application environments. This thesis considers the
policy requirements of group systems in several diverse environments through
the systematic definition and implementation of the AMirD) content distribution
services. A number of policy alternatives are considered and trade-offs identified.
A further exploration assesses the cost of enforcement. Experiments evaluating
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the throughput and latency characteristics of Antigone have shown that policy
is not in conflict with groupe requiring high-performance networking.



CHAPTER 2
SECURE GROUP POLICY

The promise of policy is ita ability to conform to changing environmental and user require-
ments. However, existing group security policy ie limited in scope and fexibility: much
of the group security is defined o priors in its implementation. This chapter considers the
design space of group security policy. The processes used to develop and ultimately enforce
policy are explored. A subset of the policy dimensions relevant to secure group communi-
cation is considered. The structure and operation of the Tsmene Policy Langusge used by
Antigone (gee Chapter 4) is based on the results in this chapter.

The remainder of this chapter is organized as follows. The next section defines a group
security policy through the decomposition of its expository requirements. Section 2.2 iden-
tifies the entities, algorithms, and life-cycle of a group security policy. Section 2.3 considers
the general requirements of policy determination and enforcement. Section 2.4 presents a
subset of the group policy design space derived from an investigation of contemporary ap-
plications, frameworks, and environments. Section 2.5 summarizes the chapter and revisits

the goals of this thesis.

2.1 Secure Group Policy Definition

Security policy has been used in many contexts o define the means by which desired se-
curity properties are guaranteed. (Often implicit, a definition of policy is derived from
the goals of the system being designed. For example, trust management systems [BFLSE,
BFIK99L, CFL1498] are designed to evaluate anthentication and access control using poli-

cieg defining trust and delegation. Conversely, in the Route Policy Specification Language
(RPSL) [ABGT 98], policy is defined (in part) as sote of packet filtering rules.

Often, policy is defined as the statement of the entirety of security relevant parameters
of a group. More specifically, this thesis adopts the policy definition found in the GSAKMP

1.
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specification, where:

{a policy defines) ... the group security relevant behaviors, access control pa-
rameters, and security mechanisms. [HCH i)

This definition best fits the viewpoint of policy as defining how security defines group

behavior, which entities allowed to participate, and what mechanisms will be used to achieve
mission eritical goals.

In meeting this definition, any policy specification must explicitly define the following

aspecta of group security [MIIC*M]. Note that these aspects may be stated using simple

or implicit rules, but no aspect may be left unspecified.

L

Identification - The group must have some means by which it can be unambiguously
identified. Failure to correctly identify the group policies, mesaages, and participants

can lead to incorrect and insecure operation.

Authentication - A group policy must be able to identify the entities allowed to
perform action. “Thus, each operation within the group must be performed in the
presence of some identifying context (e.g., credentials). An aothentication policy

states the required context.

Access Control - A mapping of contextual information to allowable action must
be specified. An access control policy defines this mapping. For example, a simple
access control policy states that any application level message encrypted under the
sesgion key should be accepted. Thie policy could be extended to accept only rekeying

messages signed with session leader private key.

. Mechanisms - Each policy must identify the security services and parameters used to

implement the group. The configuration of these serviees determines the performance
and robustness of the resulting eolution, and greatly influences the quality of the
security provided to the group. Each service can have further parameters and policies
unicgue to its implementation. An example mechanism policy identifies the algorithms
and protocols used to derive session keye (e.g., a key management mechanism; see
Chapter ).
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h. Verification - Each policy must present evidence of its validity., The means by which
the origin, integrity, and freshness of the policy is asserted (e.g., via digital signatures)

must be known prior fo its soquisition.

Policy is stated at varying levels of abstraction. Explicit policy systoms define all aspocts
of the group in concrete terms (e.g., GKMP data structure [HM97h, HM%7a]). Conversely,
abstract policy systems provide interfaces for the formulation of abstract policies (e.g., as
found in the Policy Working Group framework [SWM*Y9]). An abstract policy makes a
staterment defining a requirement of group operation, but does not specify how that require-
ment is to be achioved. For example, a policy can state that a sfrong confidentiality service
be used for the transmission of application messages. How the group achieves strong con-
fidentiality is subject to the interpretation by the policy infrastrocture. Often, statomonts

in the policy itself direct the mapping of abstract policies to conerete configuration.

2.1.1 Laocal Policy

A local policy defines the capabilities and requirements of each potential group member.
This policy identifies, at & minimum, the services and credentials available to the local
member. The member assesses of whether they will be able to participate in the group using
local policy. A member incapable of implementing the group policy cannot participate in
the group.

A local policy also states the local requirements that must be met by the group. These
requirements can be viewed as a set of minimal standarde placed on the group by the mem-
ber. Participants determine- whether the group policy meets these requirements through
a compliance test. The means by which the compliance test is porformed is a direct result
of the policy representation and semantic. Participants encountering a group policy that
does not comply with the local policy can either refrain from participation, revise their local
policy, or attempt to offoct & change in the group policy through negotiation.

2.1.2 Policy Instantiation

Group and local policies nesd not be dictatorial; each may state the conditions nnder which
a st of requirements are relevant or specify & range of acceptable behaviors. However,
enforcement requires that a group operate under an unambiguous specification. Henee,
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Figure 2.1: Policy Life-cycle - issuers specify policy during creation. The policy is subse-
quently interproted towards an unambiguous instantiation identifying the group provision-
ing, authentication, and access control enforeed by the group.

group participants must agree on a uniform policy (see policy requirements in Section 2.3).
The means by which agreement is achieved is central to the design of any policy management
infrastructure.

A policy mstantiation is a fully specified group policy in which all configurations and
statements of Authentication and access control are explicit. The instantiation is the rezsult of
the interpretation of a group policy with respect to the evaluation of run-time conditions,
local policies, and where supported, negotiation (i.e., recomciliafion, see below). Policy
instantiations can evolve as group requirements change. Evolution can occur in response
to changes of membership, environmental conditions, or content sensitivity. The policy

instantiation itself must specify the conditions under which evolution oocours.

2.2 The Life-cycle of a Group Policy

Group behavior is defined by interdependent and ongoing processes of policy determina-
tion and enforcement. Policy determination is the process used to derive session defining-
specifications (Le., policy instantiations). Group participante implement the semantic of
established policies through policy enforcement.

Figure 2.1 and the following text present a view of the process used to construct and
enforee a group policy; the ordering illustrates one possible policy life-cycle. Depending
on environmental and security requirements, other orderings are possible and appropri-
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ate. Where less floxibility is required, some processes can be omitted entirely {with the
obvious exception of policy creation and enforcement). These abstract policy processes
are [MHCH():

Creation - One or more informed authorities specify the group policy during creation.
Paolicies can be abstract or specific to an implementation. A specific policy could
state that all group messages be encrypted using the 3DES-CBC [Nat%] algorithm.
Conversely, the (abstract) strong confidentiality policy could be mapped to the JDES-
CBC algorithm. While both policies could result in the same behavior, an abstract
policy allows the group to select an alternative enforcement mechanism when JDES-

CBC is unavailable or inappropriate.

Evaluation - When a eession is to be created, the group policy is retrieved and
evaluated. Evaluation arrives at the set of acceptable configurations and statements
of anthentication and access control rules that can be used to implement the group.
Howewver, this may not represent a fully instantiated policy; rules may state ranges of
acceptable behaviors.

Reconciliation - Purther resolution of policy is necessary when evaluation does not
result in a fully-specified policy instantiation (as is the case where ranges of acceptable
behaviors exist). Reconciliation regolves these statements via consultation with local
polices or through negotiation. Reconciliation attempts to find an instantiation that
is congistent with the evaluated group policy and all local policies. However, it is
not always possible to find an instantiation meeting the requirements of all policies.
Therefore, the reconciliation process must implement a resolution discipline. The
chosen discipline will directly determine which members can participate. Chapter 4

considers several reconciliation resolution disciplines.

Negotiation attempts to reach an acceptable instantiation via explicit participant co-
ordination. For example, a negotiation protocol allows the group members to propose
{and possibly counter-propose) new policies meeting group and local reguirements.
{Once agreement of group policy has been reached, the session may proceed. If no
agreement can be reached, those members with unaddressed requirements must choose
to accept the group policy or refrain from participation. This thesis does not address
policy negotiation protocols [DBH* ().
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Compliance - Each member should test the compliance of a received instantiation
with respect to its local policy. If the instantiation is not compliant, the member may
recuest policy evolution, revise its local policy, or abstain from participation in the
group. Note that compliance is an ongoing process; new instantiations resulting from
policy evolution may fail to meet local policy requirements.

Enforcement - Enforcement occurs at each group member. This includes monitoring
for relevant events and executing existing policies. For example, as directed by a
rekeying policy, & group may distribute a new session key following each group member
departure. Other policies, such as the JDES-CBC policy described above, require only
that mechanisms be correctly configured at the beginning of the session.

Evolution - Policy evolution oorurs whon some event requires modification of an
existing policy. For example, the arrival of & member that lacks the ability to im-
plement an existing policy may result in policy evolution. This process can lead to

further evaluation, reconciliation, and complianee testing.

2.3 HRequirements of Policy Management

The direct application of policy approaches used in two-party communication is unlikely to
meet the needs of groups. This is due in large part to fundamental differences between peer
and group policies; group policy conveys information about an association greater and more
abstract than its pair-wise counterpart. The following text identifies and illustrates universal
principles resulting from an analyeis of group and peer communication policies [HCMIO1).

Principle 1: Enforcement of group policy must be consistent across a group

While it may evolve over the course of a sesgion, the group requires a singular policy
definition. Failure of members to operate under the same security context can lead to
vulnerable or incompatible solutions. Similarly, policy frequently requires trust among the
group members'. Each member trusts that all participants have been admitted, and that

1Several works have investigated support for groups whise members do nob trust esch sther [Heafd).
Hersrever, the performanss of the resalting sclotions has been poor. The carrent mechanisms of Antigane
implement enly groups in which the members are lagely trsted not to expose groap information (eg,
sesmion keys, policy, ebe]. Ohiber mechanisms designed to address other threats can be iotegrated into the
framewark.
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Figure 2.2: Mechanism equivalence - Policies implemented by members of Subgroup o must
be equivalent to those implemented by Subgroup b Failure to implement equivalent policies
may result in undetected vulnerabilitios.

they enforce the policy specification correctly. If a consistent view of policy cannot be
established, members have no way to infer this trust.

Two facets of policy consistency are mechanism equivalence and synchronization. Two
mechanisms are eguivalent if a) they implement the same service (e.g., data confidential-
ity), and b) the security of the mechanisms is not qualitatively different. For example,
Figure 2.2 describes a group implementing a confidentiality policy. Subgroup a (in the fig-
ure) implements confidentiality using a strong data encryption algorithm. Furthermore, a
cryptographic gateway gw co-exists in both Subgroup a and a second Subgroup b Subgroup
b contains mobile devices with limited computing resources. gw translates all communica-
tion between the strong algorithm implemented by o to a weaker algorithm implemented
by the mobile devices in b

Clearly, an adversary attempting to uncover group content will mount an attack against
data transmitted under the weaker algorithm. Thus, for this group, the confidentiality
in only as strong as provided by the weaker algorithm. Becanse the algorithms are not
equivalent, the security of the group as a whole is weakened. Worse, members of Subgroup
a may be unaware of the use of the weak algorithm.

Session keying in two party communication ie well understood [ANY6]. Peer end-points
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exchange & now key via an agroement protocol. Becanse both participants assert acceptance,
subsequent use of the key is unambiguous. The issues, design, and vulnerabilities of two
party key exchanges have been thoroughly researched and are well understood [LABWS2].

Session rekeyving in group communication is inherently more difieult. As defined by the
group threat model, rekeying is triggered by security relevant events. Rekeying is often
initiated, for example, when a session key lifetime ie reached, following member arrival and
departure, and to complete recovery from the compromise of a group member [MHDP].
However, knowledge of these events is not often universally available.

Hekeying of the group is required to be sgnehronized. An arbitrary number of end-
points must reach agreement not only on the new secret key, but synchronize its subsequent
use. For example, consider a group that has recently distributed a new session key. A
member receiving a message encrypted under an old session key is faced with a dilemma;
in the absence of synchronized delivery, the message may represent a) delayed delivery of
a correct mesgage encrypted under the old session key, or &) a message generated by an
adversary who has gained access to a deprecated key.

Synchronization requires all received policies be fregh, anthentic, and unmodified. The
means by which policy freshness is assessed must conform to some a priori meta-policy. For
example, group members could verify that a policy revision number increases monotoni-
cally. The gronp member would never accept a policy update with an unexpected revision
mumber. Group members must be able to verify that the policy has not been modified dur-
ing dissemination (e.g., integrity of received policies is preserved). This requires that each
member be able to verify that a policy originated from an anthoritative source. Of course,
any policy must contain some evidence of its anthenticity (i.e., policy verification). For ex-
ample, a keyed message authentication code (HMAC) [KBCAT] or digital signature [DHTE|
can be used to assert the authenticity of & policy.

Rekeying, and the synchronization of policy in general, are instances of distribufed con-
sensus. Agreement on the now seasion key or policy is reached through group communication
protocols. However, in the general case, distributed consensus algorithms are complex and
expensive [FLPEG, Mul®3]. Many existing group systems attempt to avoid these costs by
relaxing synchronization requirements.

One way o relax key synchronization requirements is €0 allow several session keys to

be simultaneously valid. For example, suspending transmission of data during rekeying in
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a video-conference is highly undesirable [AACY99]. So, a group may elect to continue to
use {accept packets encrypted under an old session key) previous keys until consensus on
the now keoy has boen reached, if ever. Attacks that delay the consonsus process can be
mitigated by limiting the time a session key is used {and by direct corollary the minimal
freshnees of received messages). This approach and other relaxations to the general case of
this key transition problem are considered in [MPHS4].

Policy is also required to be synchronized. The policy a group member enforces must be
identical at all members of the group. If not, then members may diverge from the session

specification arbitrarily, introducing any number of vulnerabilities.

Principle 2: Only authorized entities can affect the group security context

CGroups require an authorization model that is more complex than those commonly found
in two-party communication policy (see Section 2.4.5). This fact is a direct reflection of the
many actions that can alter the group security context. Because each of these actions can
affect the security of all group members, they must be associated with the set of entities that
are authorized to perform them. For example, a group allowing an adversary to perform

security-relevant actions would be, among others, valnerable in:

e Policy creation - The unauthorized entity can modify policy in arbitrary ways. Thus,

the group may be manipulated into operating in an insecure way.

s Key dissemination - An unanthorized group controller can distribute bad, compro-

mised, or old keying material.

e Inifiate rekey - An unauthorized entity can perform a denial of service attack by
forcing the group to rokey contimially. The group would expend considerable resourees
performing key management functions.

s Crroup destruction - If an unauthorized group destruction command is accepted, the
group will disband prematurely. Clearly, this represents a grave denial of service
villmerability.

Groups commonly degignate one or more entities to act as authorities within the group.
To illustrate, an entity wishing to join the group communicates with an entity authorized
to admit members. A member is allowed into the group only after the admittance authority
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verifies that the member possesses the appropriate credentiale. However, unless othorwise
specified by policy, the admitted member should not bhave the authority to admit other
members. The group resulting from the admittance of the member represents a new security
context; a new group member is trusted with the group key.

Principle 3: Group content must be protected

Data security mechanizms provide the means by which content confidentiality, authenticity,
and integrity can be protected. These mechanisms implement protection by transforming
content using eryptographic algorithms and eession keys. Thus, the security of a group is
predicated on the security of the processes restricting access to session koys.

Az stated indirectly by principle 2, access to session keys musté be restricted to entities
with authority to receive them (ie., through an authentication and accese control policy).
For example, consider a group policy stating that a member must prove possession of
company X credentiale (in the form of a public key certificate) before being admitted to the
gronp. Thus, the associated authentication and access control policy directly or indirectly
states: the entity must possess the private key of a certificate, the certificate must state
that the organization of the entity is the desired company, and the certificate must be issued
from the company's certificate authority.

An admittance authority enforces the access control policy (on a signed join reqguest
containing the cortificate) by verifying the certificate organization and issuer fields, validat-
ing the signature, and checking that the certificate has not been revoked (e.g., through an
appropriate certificate revocation service [Ken93, KocO8, NN98, M.IO0O]). If this process is
suceessful, the member receives and subsequently uses the session key to communicate with
the group.

Because the group policy is enforeed correctly, and the underlying eryptographic algo-
rithms are secure”, group content protection is ensured. However, if any of these authen-
tication, access control, or data security policies is incorrectly enforced, then the security
of the group as a whole may be lost. This demonstrates the fragility of security; incorrect

implementation of any one function can invalidate guarantees provided by others.

*here is significant debate on the correct design of secare group data transforms. For the purposes of
this discussion, we assmme that all mechanisms are fundamentally secure: the cryptographic algarithms and
data transfrms are sound.
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Principle 4: Groups must be able to recover from security-relevant failures

It is necessary for groups to recover to a secure operating state when a subset of ite member-
ship is found to be untrustworthy. Thus, a policy must state the way in which compromise
is detected and, if available, the mechanisms used for recovery. There are myriad ways
that & group may recover from member compromise. Early systoms disbanded immediately
following compromise [HM97h, HMY97a]. More recent, group systems employ sophisticated
rekeving approaches to recover from member compromise [WHASE, WGLSE, MPH99). In
these systems, compromised members are ejected by way of their exclusion from the subse-
quent rekey prooess.

A group may aleo require recovery from member failures. The effect of network parti-
tions [DM96], process crashes [MPO], and other failures on the group security context is
an open area of resoarch. Mechanisme veed for failure detection and recovery have unigue
security requirements. For example, the heartbeat-based chained failure detection mech-
anigm requires heartbeats be authentic [MPO0]. Otherwise, in the absence of authentic
failure detection, an adversary may be able to mask the failure of group members through
forged heartbeats.

2.4 Policy Design Space

A group policy defines the ways in which a segsion’s security requirements and performance
constraints are addressed by member applications. This section outlines policies commonly
implemented by secure group communication systems. While not exhaustive, the enumera-
tion of policics is representative of the services available in contemporary group frameworks
and applications.

A mechanism policy defines the services used to achieve the group's mission-critical
goals. These policies state what and how information is to be shared and the means by
which these goals implemented. This section points out some of the important dimensions
along which mechanism policies vary. Mechanism policy can be decomposed into: session
rekeying policies, data security policies, membership policies, and process foilure policies. A
session rekeying policy defines how and under what circumstances group security contexts
(e.g., eession keva) are refreshed. A data scourity policy defines the security guarantees pro-
vided to application messages. Membership policies dictate the availability and guarantees
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associated with the distribution of membership information. A failure policy defines the
type of failures handled by the system.

An authenfication and access control policy defines not only the entities that can par-
ticipate in & group, but aleo the actions they may perform. Moreover, this policy states the
prerequisites for participation; members can perform actions only after providing the ap-
propriate credentials, and for when a set of environmental conditions are met. Section 2.4.5
discusses the model and requirements of policies defining authentication and access control.
The following sections consider these dimengiong in further detail.

2.4.1 BSession Rekeying Policy

A popular approach used to implement secure groups among trusted members is the dis-
tribution and subsequent maintenance of shared session keys. An important issue in the
use of these keys is determining when a session must be rekeyed, e, the old session key is
discarded and a new session key established. The session rekeying policy states the desired
properties of the rekeying process. These properties indicate the lifetime and acceptable
exposure of the session keys to past and future members of the group, and represent threats
from which the group is required to be resistant. Four important rekeying properties are:

o gesgion key ndependence - Knowledge of a gession key does not provide any meaningful

information about past or future session keys.

o membership forward secrecy - A member joining the group cannot obtain meaningful
information about past group communication. This requires that knowledge of a
sesgion key does not give any meaningful information about past session keys (called
perfect forward secrecy, PFSY), and session keys are replaced after each member joins
the group.

s membership backward secrecy - A member leaving the group cannot obtain meaningfil
information about future group communication. This requires that knowledge of a
sesgion koy does not provide any meaningful information about future session keys

{called perfect backward secrecy, PBS), and that the session be rekeyed when any

member leaves, fails or is ejected from the group.

*here are conflicting definitions of perfect forward {and backward) secrecy within the security literature,
This thesis acoepts Canetti et al.’s definition, where PES (PES) is defined as the property that compromise
af a session ey does not provide any meaningful infrmation about past (futere) content [CG1759].
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# limited lifetime - This propeorty states that a session key has a maximuom lifetime
measured in time, bytes transmitted, or other globally measurable metric. Thus,
a session key with a limited Lifetime is required to be discarded (and the session
rekoyed) when its lifetime ig reached. Limited lifetime rekeying is typically used to
combat cryptanalysis (Le., limiting the amount of content transmitted under a session
key reduces the amount of data available for eryptanalysis).

Session key independence 8 a prerequisite for both membership forward and backeard
secrecy. If the procese through which a key is derived is not independent of other session
keys, then a member may surreptitiously obtain past and future session keys.

Rekeying properties may be combined to define the desived group security. For ex-
ample, a group may wigh to enforee a policy with both membership forward secrecy and
limited lifetime. Thos, current group content would be protected from future members,
and each session key would have some maximum lifetime. The combination of these two
properties identifies a particolar threat model for the group (where the group is resilient
to past members and the exposure of session keys to cryptanalysis is limited by the session
key lifetime). Thus, a8 user environments evolve, their associated threat models may be
addressed through composition of basic rekeying properties.

Session rekeying and group membership are clearly related. Applications often need
protection from members not in the current view®. Therefore, as determined by the group
threat model, changes in membership require the sesgion to be rekeyed. If rekeying is not
performed after each change in membership, the view does reflect a secure group, but indi-
cates only the set of membors that are actively participating in the session. Past members
may retain the session key and send and receive the group content. Future membere may
record and later decrypt current and past content. Thus, applications that nesd protection
from past or future members require rekeying after each relevant membership event.

A group security policy is sensifive to an event if the group changes the security context
in response to the observation of the event. Typically, the security context is changed by
distributing a new session key {rekeying). A group security policy is often sensitive to group

membership events. Group membership events include:

YA group view is the set of identities ssoviated with members of the group doring a peried whese na
changes in membership gocur. When the membership changes (e, a member joins, leaves, fails, or is
ejected), a new view is coeabed, This is a similar conoept to Birmans's group view [Bir9d).
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JOIN - triggered when a member is accepted into the group
LEAVE - triggered when a member leaves the group.
FAILURE - triggered when it i8 determined (or assumed) that a member has failed

EJECT - triggered when a previously admitted member is purged from the group.

With regpect to a session key, policy sensitivity directly defines the group threat model.
For example, consider a group model that is sensitive only to EJECT events. Assuming
rekeying provides independence, because the session is always rekeyed after an ejection, no
ejected member can access current session keys. However, the session is not protected from
members that have left voluntarily, are assumed o have failed, or join in the future. This
policy defines the ejection secrecy rokeying property.

Sensitivity mechanisme can be used to build a large number of session rekeying policies.
The following text defines and illustrates four rekeying policies representative of those found

in existing syatoms.

Time-sensitive Hekeying Policy

Groups implementing a time-sgensitive policy periodically rekey based on a maximum session
key lifetime measured by wall-clock time. Thus, the group limits the exposure of the
seasion to cryptanalysis by using the key only for a limited period. Other kinds of limited
lifetime rekeying operate essentially in the same way, save the means by which the lifetime is
calculated. For example, & system supporting limited lifetimes basod on bytes tranamitted
rekeys when a threshold of data has been transmitted under a particular session key. The
GEKMP [HM9Th, HMYTa| protocol implements a time-gensitive rokeying policy.

By periodically rekeying, the group is partially protected from an adversary who wishes
to block the delivery of new sesgion keys. An adversary who blocks rekeying messages
may intend the group contimie to use an old session key. If a new key is not successfully
established after the current session key expires, members can suspend operation until a
fresh key is obtained. The majority of existing secure group communication systems provide
some form of limited lifetime rekeying.

The MARKS group key management system [Brid illustrates the use of time-sensitive
rekeving. In this service, paying members recoive session koys valid for a predetormined
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subseription interval. Because knowledge of a session key is predicated only on member
subscriptions, there is no need to support sensitivity to membership events. Members may
join or leave the group without loss of security; they have the right to all content for which
they have paid.

Typically, systema implementing limited lifetime rekeyving (only)] use Key Encrypting
Keys (KEK) [HM9Th] to reduce the costs of rekeying. KEKe do not provide session key
independence. Because the KEK provides access to all session keys and content, the group
is not protected from past or future members. Note that systems that use KEKs cannot
forcibly eject members without additional infrastructure.

Another promising approach is to use KEKs only where no relevant membership events
have pecurred since the last rekey. In this way, a group is able to achieve the performance
of KEKs when no loss of security results, and the strength afforded by other rekeying
approaches elsewhere. Key hierarchies [WHASE, WGLSE] use a similar approach to reduce
the coste associated with group rekeving (where the oot of the key hierarchy acts as a
KEK).

Leave-Sensitive Rekeying Policy

Groups implementing a leave-sensitive policy rekey after LEAVE, FAILURE, and EJECT events.
Leave-sensitive groups are registant to the malicious past members (e, any member who
has left the group does not have access to current or future content). For example, a business
conforencing system that supports negotiations botween a company’s representatives and a
supplier may benefit from leave-sensitive rekeying. (dnoce the supplier leaves, a leave-sensitive
rekey policy would provent subsequent discusgions from being available to the supplier, even
if the supplier is able to intercept all the messages. The lolus [Mit47) implements a form of
leave-gensitive rekeying.

Groups that implement leave-sonsitive policies must congider liveness requirements. Un-
less each group member periodically asserts its presence in the group, process failures cannot
be detected. Hence, the group members may incorrectly believe they are communicating
with failed member. The cost of these assertions may be high in large or highly dynamic

ETOUpS.
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Join-sensitive Rekeying Policy

Groups implementing a join-sensitive policy rekey only after JOIN events. .Join-sensitive
gronps are resigtant to the malicious future members (ie, any member joining the group
is unable to access past content). In large or highly dynamic groups, the cost of rekeying
after each join can be prohibitive. For example, the number of receivers in a network ra-
dio broadcast is often large and little control over member arrival and departure can be
asserted. However, the threat models associated with join sensitivity are not commonly
found in applications such a8 broadeasting. Several technigues are commonly used to mit-
igate the costs of implomenting join sensitivity {e.g., batched joins, minimum session key
lifetimes [SKJH(N]). In practice, a join-sensitive rekeying policy is likely to be used in

conjunction with a time-sensitive or leave-sengitive policy.

Membership-sensitive Hekeying Policy

Groups implementing a membership-sensitive policy rekey after every membership event.
Membership-sensitive groups are resistant to the malicious past and future members (ie.,
joining members will not have access to past content, and that past members will not have
access to current or future content]. Thus, this policy is the combination of leave-sensitive
and join-sensitive rekeying. Membership-sensitive policies achieve both membership back-
ward and forward secrecy. Because each membership event triggers rekeying, the group view
defines exactly those members who have access to current content. Membership-sensitive
policies are often among the most expensive to implement. Thus, these policies are typically
avoided unless strictly needed by an application. The RAMPART [Reif4d] system provides

a type of membership-sensitive service.

Other Rekeying Policies

Application events can influence rekeying. For example, in a business conferencing applica-
tion, a policy may state that rekeying occur only when a member with the role Supplier
leaves. In providing policies that integrate application semantics with rekeying, the group
can achieve exactly the desired behavior at a minimal cost. Similarly, it may be important
for the group to be more sensitive at certain times, but less at others. Similarly, groups
may wish sengitivity to be a function of group size or resource availability. In this way, a

group can adapt to the capabilities of the available infrastructure.
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2.4.2 Data Security Policy

A data security paolicy states the security guarantees applied to application messages. The
most common types of data seourity are: integrity, confidentialify, group authenbicity, and
sender guthenticity [CGIY 9], These policies are essential for protecting application content,
and define in large part the quality of security afforded by the group.

Integrity guarantees that any modification of A message ie detectable by receivers. Stan-
dard reliable communication mechanisms (point to point TCP [J81], reliable group com-
munication [FIL197])} do not provide any integrity guarantees. Adversaries can trivially
alter sequence mumbers, checksums, and other components of these protocols to manipulate
message content. The use of keyed message authentication codes (HMAC) [KBCYY] is an
inexpensive way to achiove message integrity.

Confidentiality guarantees that no member outside the group may gain access to session
content. Although typically implemented through encryption under the session key, other
technigues may be used to limit content exposure. For example, confidentiality may be
achieved via steganography, or via encryption of only critical portions of messages.

Group authenticity guarantees that a roceived message was transmitted by some member
of the group, and is typically a byproduct of other data security policies. In many cases,
proof of knowledge of the session key (as achioved through most confidentiality and integrity
guarantees) i8 sufficient to establish group authenticity.

Sender authenticity (also known as source authentication) guarantees that the sender
of & message can be uniquely identified. Achioving sender authenticity is expensive using
known techniques (e.g., off-line signatures [EGM36] and stream signatures [GRY7]). Thus,
for high throughput groups, sender authenticity is often avoided.

One may consider a number of other wseful data securnty policies. For example, some
systems may require non-reputability, where the originator of non-reputable data cannot
later deny its source. Another policy i anonymity, in which the sender of a message
specifically cannot be identified.

Closely related to data security policies, & cipher-guife policy 18 one or more crypio-
graphic algorithms used to enforee specified policies. As encryption algorithms have varying
availability and characteristics, a cipher suite policy specifies acceptable algorithms, param-
eters, and modes. A cipher suite policy is relevant not only to data security, but to any
mechanism using cryptographic technigues.
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Note that a single policy need not apply to every message. In many applications,

individual messages have unique data security requirements, depending on the nature of
the message and the assumed threat model. Thus, it is useful to provide facilities for the
specification of data seourity policies at the granularity of & single message.

2.4.3 Membership Policy

Distribution of group membership is an important requirement for a large class of applica-
tiong. For example, many reliable gronp communication systems need accurate membership
information for correct operation. Cooversely, as seen in typical multicast applications,
members need not be aware of group membership at all. Here, providing other serviees
such as reliability and fault-tolerance is often left to the application. Because each rele-
vant change in membership requires the distribution of new group views, guaranteeing the
correctness and availability of membership views can be costly.

A memberghip policy states the availability and accuracy requirements of view distri-
bution. ¥Views need be only as accurate as required by an application. Thus, it is useful to

provide a range of membership guarantees with associated costs. Several useful membership
policies inclhade:

# best-effort membership - membership data is delivered as asailable and convenient.
No guarantees about the accuracy or timeliness of this information are provided.
However, it s expected that due-diligence is expended in providing accurate views.

s positive membership - guarantees that within specific time bounds, no member who
hag loft, failed, or beon ejected from the group is listed in the view.

o negafive membership - guarantees that within specific time bounds, every member
who has joined the group is listed in the view.

s perfect membership - guarantoes that within epecific time bounds, no member who
has departed and every member who has joined is listed in the view. That is, both

positive and negative membership information is provided.

Confidentiality of group memberghip is a requirement of some applications. However,
concealing membership from members and non-members is difficult in current netwaorks.

This is primarily due to the ability of adversaries to monitor messages on the network.
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These messages expose the source and destination of packets (in the case of unicasts) and
at the multicast tree (in the case of IP multicasts). In mounting this traffic analysiz attack,

an adversary may deduce a close approximation of group membership [RR9S].

2.4.4 Process Failure Policy

A process failure policy states the set of failures to be detected, the security required by
the failure detection process, and the meane of recovery. The defining characteristic of
a failure detection mechanism s its fauli model. The fault model defines the types of
behavior exhibited by a faulty process that the mechanism detects. Typical crash models
include fail-stop, message omissiong, or timing errors [Mul93])%. In foul-stop failures, a failed
member immediately and permanently stops transmitting messages to the group. A message
omission occurs when a process does not generate or transmit an expected message. Timing
failures arbitrarily delay the generation or transmission of group messages. In the Byzantine
failure model, a faulty process may exhibit any behavior whatsoever. Many variants of these
models exist. For example, network failures can cause & group to be become partitioned,
and no communication between partitions is possible.

Often, the failure detection process itself i required to be secure. In securing failure
detection, the group is protected from the adversaries masking of process failures. However,
protecting the group from an adversary who attempts to generate false failures may be
more difficult. Failures may be forced by blocking all communication between the group
participants. This dendal of service aftack is difficult to address in software alone.

2.4.5 Authentication and Access Control Policy

An authentication and scecess control policy states the prerequisites and conditions under
which participants may perform group action. These actions, or rights, provide a road-
map for the group operation. The definition of participant requirements, conditions, the
enumeration of rights, and the mapping of identities and conditions to rights are the core

components of an authentication and access control policy.

An authentication policy states the means by which members can establish their right

E A nather widely sccepted taxonomy defines ailures within fime and vobue domains [Pow2?]. Time domain
failures oocur when an event B ohserved outside its expected (Hme] window, Value domain failures acour
when an unexpected data value is observed.
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to perform an action. Members are often authenticated at or before joining & group [NS7H|
using public key certificates (e.g., PGP [2im8]), or through the use of centralized au-
thentication servers (e.g., Kerberos [NT894]). In other applications, such ag pay-per-view
broadcasts, group members can establish righta through credentials obtained from applica-
tion specific subscriptions [BF#). In many cases, the true identity of the member need not
be known {e.g., anonymous groups [SCPO8, RRYE]). The credentials provided during initial
authentication typically serve as anthorizing data throughout the session. However, where
specific group rights (e.g., member gjection) cannot be inferred from these credentials, other
authentication infrastructure is necessary.

An access oontrol policy dictates the conditions under which an action can be performed.
Historically, access control in groups has been course-grained: onee admitted, the group
member is able to perform any action within the group. This model is in direct conflict
with the requirements of secure groups (see Principle 3 in Section 2.). Hence, fine-grained
access control is required by many groups to meet this goal. Environmental conditions often
dictate when a member i allowed to perform an action [RNO0)|.

For example, consider a group supporting space shuttle monitoring instroments at
NASA, Kennedy Space Center. The KSC technical staff is free to use the group to calibrate
instrumenta outside of launch windows. However, during launch windows, modification of
instrument configuration is prohibited. Hence, a group access control policy supporting this
environment must state that write access (group send) is not allowed during launch win-
dows. The determination of a launch window is contextual; policy must state the conditions
under which the gend action may be performed®.

Access control paolicies are defined by models gleaned from the organization of the
participants or underlying communication infrastructure. For example, ag presented in
Table 2.1, the draft Secure Multicast Research Group (SMUG) policy framework assigns
righte based on the assumed roles [MHDPMI0]. In implementing thie role base access control
modeal [SCFY96, 8BCYY7], the anthentication and access control policy must state a) what
authentication information and eovironmental conditions are required to assume & role and,
b] what rights are associated with the assumed role. Other models and rights assignments
are appropriate for groups with differing requirements. Henee, it is highly desirable to allow

BThis scenario represents an issue observed at the KSC launch control facility. The failure to impose a
conbinct sensitive aooms control policy has limited the ability of technical staff to control laanch monitoring
equipment |Heel7].
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| Role | Description |
group owner (G0} group initiator and policy issuer
group key authority (GK) controller of keyving actions within the group
group membership anthority (GM) | controller of membership actions within the group
member (M) admitted member of the group
Action Description rel¥ gf{ﬁhtém W
| key creation create a segsion key frekeying material W
key dissemination digtribute keying material W
rekey action initiation | initiate a group rekey W
key access gain access to the session key W W
policy creation create/assert & group policy W
policy modification | modify the group policy W
grant rights delegate group rights W
authorize member authorize/state member authenticity W
admit member admit a member to the group W
gject member remove a member from the group W
audit group monitor group aceesg information W W

Table 2.1: SMIUG Authentication and Aceese Control Policy - group members assume roles
as defined by authorizing credentiale.  Access to group action is governed by the roles
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policy, rather than the communication or security infrastructure, to dictabte & proper model.

2.5 Goals

This thesis adopts the definitions and requirements of a general-purpose policy management
infrastructure presented in thie chapter. Based on these requirements, the goals of this thesis

are:

o Flegible Repregentafion - a group policy should encompass the entirety of the session
security context. Hence, the policy representation (language)] should allow the spec-
ification of both provisioning and authentication and access control. Moreover, the

language must support both conditional and diseretionary policies.

& Multiparty Deferminafion - policy must be efficiently derived from the desires and
abilities of all communication participants. This requires that a policy instantiation
should be the result of the reconciliation of all participant requirements. Moreover,
members must be able to debermine the compliance of an instantiation with local
policies.

s Flezible Policy Enforcement - the way in which security requirements are addressed
is determined by the available technology and performance requirements. Therefore,

any enforcement. architecture should allow the integration of a wide range of security

SET VIDES.

o Efficient Enforcement - the usefulness of any policy management infrastructure is
largely determined by its efficiency. Hence, overheads associated with policy enforce-
ment must not significantly hamper application performance.

s Transport Agnostic - for numerous economic and technological reasons, multicast is not
yet (and may never be) globally available [AAC*949]. Hence, it is important to provide
alternative transport channels where standard services [Deefll]| are not available.

This thesis does not address the following aspecta of policy management:

o Multiparty Negotiation Profocols - negotiation protocols are an area of active inves-
tigation [KT4, MCO4, WYL*%]. These works investigate techniques by which the
participant can perform policy determination through coordinated communication.
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s Participatory Group Communicafion - recent works have investigated self governod
groups of peer participants [SSDW4E, CC8Y, FNUI, BDY6, BWOE, ASTM)| {e.g., ogal-
itarian groups that do not contain a single guiding anthority). While Antigone does
not implement participatory group infrastrocture, the architecture is not restricted to

centralized groups.

s Policy Storage ond Retrieval - Antigone assumes a service supporting storage and
retrieval of group and local policies. Previous policy management services suggest
mumerous possible repository solutions (e.g., LDAP [YHE95]). It is expected that

each environment use local information services for this purpose.

The remainder of this thesie congiders the means by which these goals are met in a flexible
and efficient way in Antigone.



CHAPTER 3
RELATED WORK

A number of efforts have touched on the issues of group policy management identified in the
preceding chapter. Although these works have not fully addressed Hexible determination
and enforcement, they do provide insight into the problems and pitfalls of policy manage-
ment infrastructures. This chapter considers services and technologies ueed to represent,
construct, and ultimately enforce group security.

This chapter is organized as follows. The next section considers the design of existing
policy management infrastructures that address various aspects of policy represontation
and determination. Section 3.2 reviews approaches for group formation and maintenance.
Section 3.3 investigates services used enforce group security policies. Section 3.4 considers
the design of component based middleware. Section 3.5 discusses technologies supporting
broadceast communication.

3.1 Policy Management

Policy is used in many difforent contexts as a vehicle for representing authentication and
access control [WLY3, BFLO6, CCY7, WLYE, RN, peer session security [Z3C100), quality
of service guarantees [BHYY|, and network configuration [WSS100]. These approaches define
a policy language or schema appropriate for their target problem domain. Policy in these
systems is largely sfafic. Hence, the ability to alter behavior in the presence of changing
conditions or requirements is limited.

Hecent group communication systems support the notion of a group defining security
policy that identifies the services and configuration of the group. The Group Secure Associa-
tion Key Management Protocol (GSAKMP) [HCHY (), HCM1] defines an architecture and
protocol used to implement secure multicast groups. Policy is implemented in GSAKMP

through the distribution of session-specific policy fokens distributed to each group member.

i
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Similar in spirit to the security associations (SA) of IPSec [KAYS] used for peer communica-
tion, the policy token defines the security requirementa and access control for a lightweight
multicast session. Policy tokens define the entirety of the security provided to the group,
and participant requirements are addressed during token construction (prior to the creation
of the group). Hence, the token is the direct result of out-of-band specification, and cannot
react to changing conditions or fluid group membership.

General-purpose policy reconciliation is largely unaddressed by existing policy based
communication frameworks. In the two-party case, the emerging Security Policy System
[(SPS) |ZSCT 0, SCO8] defines a framework for the specification and reconciliation of local
security policies for the IP5ec protocol suite [KASE. SPS supports the flexible definition
and digtribution of policies used to define [PSec (peer communication) security associations
(SA). In S5P5, policy databases warehouse and distribute specifications to policy clients
and servers. Policy servers coordinate (with clients) the interpretation, negotiation, and
enforcoment of 8A policies. The scope of policy in 58PS iz limited. To simplify, 8PS policies
state acceptable connections and identify the use of cryptographic message transforms (i.e.
connection aceess control and message security). The IPSec 8A policy approach has been
extended to multicast groups in & Group Domain of Interpretation [BHHW01 . The GDOI
specification adopts a policy definition modeled from the GEAKMP policy token.

Reconciliation need not be centralized. The DCCM system [DBH 0| reconciles local
provisioning policies though negotiation. In the first phase of the DCCM negotiation pro-
tocol, an initiator sends a policy proposal to each potential member. Clients assess the
propozal with respect to a local policy and transmit counter proposals. The initiator subse-
quently declares a final policy that potential members can accept or reject, but not modify.
Policy proposals define an acceptable configuration (which, for particular aspects of a pol-
icy, can contain wildcard “don't care” configurationg). An advantage of this protocol is
that the local policy need not be revealed to the initiator. However, the anthors of DOCCM
view authentication and access control as orthogonal to the definition of the group policy.
Hence, no services are provided for anthentication and access control policy negotiation.

HReconciliation hag also been used a8 & means of eoordinating the definition of inde-
pendent sesgiong ocowrring within dynamic environments. Patz ef al. describe a policy
management system targeted to dynamic coalitions in [PCKS01]. The Multidimensional
Security Management and Enforcement (MSME) system describes a model and processes
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used to reconcile member Policy Level Agreements {PLA) towards a unified Resolved Policy
Level Agreement (RPLA). All peer communication between entities within the coalition is
governed by session definition policies identified in the RPLA.

Each PLA (and RPLA) in MSME is constructed from a top down policy model. In
this model, security services describe the end system security goals (e.g., confidentiality,
integrity, ete.), security mechanisms deseribe the means by which these goale are achieved
(e.g., AES, MDS based HMACs), and security implementations describe specific instances
of the security mechanisms (e.g., I[PSec). The policy for a particular communication is
identified by mapping sorvices to mechanisms, and ultimately to implementations. The
acceptable mappings are identified in the member PLA.

PLAs consist of policy rules. Each rule describes a condition /action pair, where each
action and condition consists of the tuple [consumer, producer, service), where the consumer

is an entity receiving the service, the producer provides a service, and the service describes
some policy goal. For example, consider the following MSME policy rule;

Ay : (bob, wundb, con fidentiality) — (bob, umdh, integrity)
Ry = {x, web, tranait) — [z, CAy, authenticity)

Logically, B, states that any communication from bob to uwmdb that is confidential moust
also have integrity guarantees. Hule By states that anyone communicating with the web
must receive anthenticity guarantees from the A certificate authority.

To simplify, the PLAs of the members of the coalition are reconciled through intersection;
all policy rules that are not in conflict and can be resolved to an implementation are added
to the RPLA. After resolution completes, the result is distributed to the coalition members.
A second model in which each member performs reconciliation is suggested, but a number

af technical issnes remain.

Policy Architecture

Traditional network management infrastructures are increasingly strained by the size and
complexity of contemporary networks. The overhead of solutions that require network
administrators manage each device independently is quickly becoming infeasible. One way
to address this problem is to use policy to manage the network.
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(a) ifnetwork iz comgastad
then drop all packets from submet 1 received at border rowters

{b} if comgestion momitor counter > B
then dalate rowta snl fdev/ethd

Figure 3.1: IETF Policy Working Group Representation - abstract (a) and translated policy
(b) rules in an example schoma.
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Figure 3.2: IETF Policy Framework working group architecture - architecture supporting
the creation, distribution and enforcement of network management policies.

The IETF Policy Framework working group (PWG) is charged with developing an ar-
chitecture and set of specifications for the management of netwaork devices through abstract
policies. The group's draft framework specification [SWM*49Y4] identifies the entities and
functions of policy implementing components for [P network devices.

Policy is represented in the PWQ framework through sets of pelicy reles [DBCHO0].
A policy rule ig & conditional statement identifying & set of abstract configurations to be
applied in those situations where the conditions are true. For example, policy rule {a) in
Figure 3.1 states that border routers drop packets received from submet 1 when network
congestion i detected. This rule differs from traditional network management in that the
rule is stated abstractly; the mechanism used to detect network congestion, how border
routers are identified, and the means by which router interfaces are configured during times
of congestion are outside the scope of the policy. The policy infrastructure must interpret
and enforee these aspects of policy.

The reference architecture supporting the use of PWGQ policies is described in Figure 3.2,
The architecture 5 defined over four types of policy components; policy editors, policy
reposifories, policy consumers, and policy fargefs, A policy editor provides interfaces for
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adding, deleting, and updating sets of policy rules. The policy editor is respongible for
detecting {and potentially resolving) instances of global conflicts. A global conflict oocurs
when two rules imply conflicting actione in the absence of any operational context. For
example, riles atating that subnet A should get both best effort and guarantesd service for
the same traffic constitutes a global conflict. The policy editor delivers rule updates to the
policy repository.

The policy repository I8 a persistent store for policy rules. Policy consumers obtain
relevant rules in the process of evaluating policy. In general, the policy repository does not
act on or intorpret policy rules. For example, LDAP [YHEKYG] is suggested as a reasonable
repository solution.

A policy consumer is responsible for acquiring, evaluating, and translating policy rules
into deviee-dependent action'. Given some operational environment, the congumer acquires
relevant rules from the policy repository and evaluates their contents. The policy consumer
ia responsible for detecting local conflicks. A local conflict ocours when two rules conflict
only in the presence of contextual information. For example, a rule stating that a device
should be enabled only during a maintenance window may conflict with a second rule that
states that the device should be digabled when a denial of service attack is in progress.
Resolution of both global and local conflicts is an area of active research.

Rule evaluation is performed following the acquisition of relevant information through
active probing of the network and target device. The policy is translated into device action
(enforcement) when the conditions of the rules are satisfied. Generally, this requires the
re-provisioning of the deviee itself. For example, the rule “drop all packets from the subnet
1 received at the border routers" is translated into individual commands that alters the
internal tables of horder interfaces of the relevant routers.

A policy target is an entity that alters ita behavior in accordance with policy rules.
Policy targets can have varying levels of support for policy. It is assumed in the above
example that the border routers have no native understanding of the policy rules. However,
in other environments, the targets might understand the policies themeelves. RHeturning to
the example described in Figure §.1, a policy consumer might translate the abstract rule

(&) into a device specific rule {b).

"t is suggested that some translation duties may be carried out by the policy target itself In general,
this does not significantly affect the operation of the architecturne.
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Mote that the PWO architecture can be applied to other problom domains. Any pol-
iey infrastructure must support services implementing policy creation {editors) and policy
enforcement pointe (consumers and targets). Antigone loosely adopts the PWOG architec-
ture, where policy issuers acts as editors {through the apee compiler; See Chapter 4), and
participants assume the roles of both policy consumers and targets.

Authentication frameworks regulate accoss to regources in digtributed systems. Wong
and Lam [WL9H| introduce a generalized authentication service. derived from theory and
design heuristica [WL%1. The resulting Generalized Access Control List (GACL) langnuage
and associated architecture s used to express and ovaluate anthentication requests in dis-
tributed environments. Central to the GACL architecture is a set of authentication servers
to which evaluation of accoss control ie delegated. The ability of an authentication server
to authorize clionts for an end service is established through a contract protocol. Authen-
tication certificates are later obtained by clients (if the client is to be allowed access) and
presented to end serviees (when services are used ).

Authentication and Access Control Policy

Language-based approaches for specifying anthentication and access control have a rich lit-
erature [WLU3, BFLYG, CCO7, WLUE, BFTK%9b, RNO0|. These approaches govern access
by mapping identities, credentials, and conditions onto a set of allowable actions. The
fexibility and granularity with which access control is stated is defined by the policy repre-
sentation. Several authentication and access control langnages currently used in distributed
environments illustrate the issues and design trade-offs of these languages.

An authentication policy is expressed in the GACL anthentication framework through
the GACL language |WL4S8]. The design of GACL is based on a strong theoretical foun-
dation: that is, with respect to the semantics of the language definition, each policy is
guaranteed to be evaluated correctly. Requests for authentication are evaluated within
the context of the current system state and credentials provided by clients. To simplify,
all GACL policies are expressed as objects and liste of expressions defining access rights.
Clients are authorized if, based on available information, the lists indicate that access should
be granted. The evaluation of GACL lists depends on the evaluation ordering stated in its
definition. The following GACL rule is ordered:
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my.exe declare ordered
list < Alice, Bob =, [—execute],
<= |Dept], [execute, =,
highload —=< 4], |—exzecute| >,
inherit my.doc 1< [+], [urite] =

The evaluation of an anthentication request for object my.exe begins at the first clause.
If the first clanse (stating that both Alice and Bob ghould not be allowed to execute the
my.exe) does not reject the action, the second clause (stating any person in the Dept
group ig allowed to execute) is assessed. The analysis proceeds through each clanse until
a definitive answer is obtained or no more clauses are defined. Unlike traditional ACLs
where denial is always assumed, if no definitive answer is obtained the failure is returned.
The third clause (designated as highload) tests system state through pre-defined predicates.
The fourth clause defines an inherit{ed) authentication. This clause states that erecufe
authentication is granted {or denied) only where it is indicated that write access is allowed
to my.doc. Unordered rules are assessed by evaluating all clauses simultaneously. Failures
are generated when conflicting authentications are detected.

In GACL authentication services do not by themselves have sufficient context to as-
sess access control in distributed environments. This widely accepted philosophy implies
that application context must play a role in the evaluation of access control policy. This
realization ig not unique to GACL: the vast majority of recont languages and frameworks
provide interfaces for similar language independent condition evaluation [SCRY96, BFLSE,
CCH7, IKBSM, RNOO].

The GAA API [RNO| defines a representation and programming interface for the spec-
ification and evaluation of access control and authentication in heterogeneous distributed
systoms. Policies are repregented in the GAA APT as tuples defining conditions under which
rights should be granted to authenticated parties. Each clause, called an Extended Access
Control List (EACL), is logically defined as a tuple congisting of an access identity, a grantor
identity, a set of access rights, and a set of conditions. The access identity is the entity to be
granted the access righta defined in the EACL. The grantor is the entity stating the rights.
The get of conditions identify when the access righte are to be granted. Identities are stated
abstractly; & user can assume the identity stated in the EACL based on authentication
provided by another EACL. Conditional statements are either generic or specific. Generic
conditions are expressed as parameterized applications of statically defined operators. The
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Clause 1 Clanse 2

Tokan Typa: | outhembiortion_mechamism Tolken Typa:! | timesindow
buthority: security_office_monager Authority: pacific_fzone

Valua: Kerberos V5 Valua: GAM-8PM

Clause 3 Clanse 4

Tekan Typa: | prinder_guencength Token Type:! | poscoocssrighis
Mutharity: prinder_manager Anthority: newark_manager
Valua: Ly Walua: FIINTEN ai aubmitjob

Figure 3.3: GAA API clause definition - these example clauses define an authentication
and access control policy for network printer stating: if the printer queve associated with
PRINTER.al contains fewer than 10) entries and the current time iz between GAM and EPM,
then any entity anthorized by the local Kerberos KD may submit jobs.

meaning of each of these operators is globally understood, so each conditional is internally
evaluated by the GAA APL Conversely, specific conditions test the environment through
application defined functions.

The use of the GAA API is illustrated in Figure 3.3, which defines an authentication
and aceess control policy for the network prioter PRINTER.al. The policy for this printer
ia evaluated at the point at which a user submits a job. In making this request, the local
environment possesses authentications associated with the requesting entity. If one of these
authentications is from the local Kerberos & server, then Clause 1 is satisfied. Clause 2 is
evaluated by checking the current time. Clause 3 ig application specific. Thus, via an up-
call, the application is asked if the current queue length has fewer than 10 entries. Finally,
if Clause 1, 2, and 3 are satisfied, then the access rights stated in Clause 4 are given to the
entity. In thie case, the entity originating the request is granted the right to submit the
print job.

An important contribution of GAA API is its abstract interface for anthentication and
access control. The heterogencity of current networks requires that the assessment of both
credentials and conditions be flexible. Hence, the generalized interfaces provided by GAA
API eliminate the need to modify applications to make use of environment gpecific authen-
tication and access control services. Moreover, the use of a single specification language
across applications promotes a more complete and consistent definition of environmental
secuTity.

Developed within the larger DOCM architecture, the Policy-Based Cryptographic Key
Release Project (KRFP) [BB(N] defines a language and architecture used to state and enforce
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key release policies. Key release (e.g., access to cryptographic material) is defined as sots
of access control and authentication rules. Policies are modified by events occurring in
the system. Access to keys ig allowed when the current state (identified by monitoring
processes) satisfy the set of rules associated with the key.

KRT policies are organized into & tree defining organizational structures. For example,
a paolicy stated by the University of Michigan supersedes an Electrical Enginecring and
Computer Science departmental policy, which in turn supersedes a policy stated by pdmcdan.
Access is allowed (or denied) hased on the traversal of the rules from the root of the tree
to leaf keys. Thus, each policy must be satisfied on the path from the root towards the leaf
nades.

The KRP language is defined formally. The authors assess the correcfness of a policy
specification using the Prototype Verification System (PVS) [SCRY6). PVS is given a sot
of assertions about the semantics of stated policies. If the assertions hold for all possible
instantiations of the policy, then it is said to be correct. Each policy is also evaluated for
constsfency and complefeness. A policy 15 consistent if there iz no environment in which an
access 18 both granted and denied. A policy is complete if there existe some occurrence of
events where access to the key will be granted.

The ahility to analyze the correctness of a policy is essential to any solution. Languages
providing formal semantics {e.g., GACL) seek to ensure correctness by construction, while
othere (e.g., KRP) perform analysis on the policies themselves. While the former approach
does not rely on informed users for & statement of correctness (and hence is less error prone),
it does not allow correctness to be defined in terms of environmental constraints.

In [CCY7], Cholvy and Cuppens develop a language and formalism used to specify and
analyze aceess control and authentication policies. A central contribution of this work is
the identification of a formal definition of policy consistency. This definition states that if
there exists any world (i.e. operational environment) that both allows and denies access to
an object for some principal, then it iz inconsistent. The authors present & mathematical
framework in which the consistency of policies writben in the proposed language can be
evaluated.

The Cholvy and Cuppens language, denoted throughout as the CC langnage, is based on
the Standard Deontic Logic {SDL)*. CC extends the traditional access control and authen-

*Deantic logic defines logical relationships among propositions that assert actions that are deemed obligs
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Fule Rule Typs Specification
1 Mominative WA Filel ) & PabliclP) A Plag( A, U ser) = Read{A, f)
2 MNominative W, v A, Possed{ A, p) & ONd_Passwd(A) & Plagl A, LFser) —
[with obligation) (O Change Possod]{A)
3 Dreseriptiove YA PlaglA, Llser) = Aleeel, Login( A, leval]

4 Domain Constraintg ¥, foralld, Read{A, Faer] = Access SpstemiAd)

Figure 3.4: CC Paolicy - nominative, descriptive and domain constraint policy rules in the
Cholvy and Cuppens specification language.

tication languages by introducing obligation. Hules defining obligation indicate operations
actions that are required of principals. The language provides machinery to reason about
principals who fail to meet obligations. For example, a user who fails to change its password
can be barred from accessing its files. In this case, the obligation to change the password
ia stated in one rule, and the consequence of not changing the password in another.

"To simplify, the CC language is based on the development of three types of rules. Similar
to traditional access control statements, normative rules define the conditional mapping of
roles to potential obligatory access rights. Deseriptive rules define the set of conditions
under which principals will assume a role. Domain constraint rules define the basic set of
constraints assumed by the domain in which the rules are interpreted. Figure 3.4 presonts
four rules defined in the CC language.

The nominal rule (rule 1 in figure 3.4) indicates that any principal should be allowed
read access to public files only if they have assumed the [7zer role. The predicate Play(p,r)
asserts states that the principal p has assumed the role r. The consequence action (right
side of implication, Read{A, f]) is true if the conjunction of predicates of the left side of the
equation evaluates to true. The universal quantifiers state that this rule should be applied
to all principals who wish to gain access to public files. The nominal with obligation rule (2)
states that principals assuming the [Fser role are required to change their password when
it becomes “old". Similar to trust management approaches GAA APL the semantics and
evaluation of predicates is outside the scope of the language.

A descriptive rule defines the conditions under which & principal assumes a role. The
descriptive rule (1) states that any user who has logged into the system accepts the role of

atory, permissible, or not permissible.
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{7ser. Finally, the domain constraint rule {4) states that read aceess can only be allowed
until the principal accesses the system. Similar to nominal rules, a definition of the semantics
of “accessing the system” is outside the scope of the specification.

One language extension allows users to define a total {or partial} ordering of the roles.
The ordering is used to resolve specification conflicts. For example, a principal assuming
both the User and Hoot roles may not be allowed write access to a password file, [based
on & [Mser nominal rule), but be given the write privilege {based on a Koof nominal rule).
This conflict is resolved by roles ordering: the higher ordered roles will take precedence.

An observation made by the authors of KRP states,

Policies must be specified in a language understandable by people to be useful,
and in & language understandable by computers to be enforceable. [BBOO]

This statement highlights a fundamental tension of language-based approaches. Natural
languages are best suited for expressing policy. However, becanse they are often ambignous,
automated interpretation and enforcement of these languages is difficult. Semantically
rich languages represent another extreme; while operators such as global and existential
quantifiers provide mathematical rigor and expressiveness (e.g., in CC), they increase the
complexity of specification.

The PolicyMaker [BFL9G] and KeyNote [BFIK99h| systems provide a powerful and easy
to use framework for the evaluation of credentials. Generally, support for provisioning and
resolving multiple policies is not the focus of these systems. When desired, these systems
can be imvoked in Ismene conditionals to leverage their expressive power and extend their
use to group communication systems.

Blaze et al. introduced a unified approach for the specification and evaluation of access
control in the PolicyMaker system [BFLSG]. At the core of any trust management systom is
a domain independent language used to specify the capabilities, policies, and relationshipe
of participant entities. Applications implementing trust management consult an evaluation
algarithm {engine) for access control decisions at run-time. The engine evaluates the ac-
cess control request using pre-generated specifications and environmental data. Therefore,
applications need not evaluate access control decisions divectly, but defer analysis to the
trust management engine. Through rigorous analysis, the PolicyMaker [BFLS6| trust man-

agement engine has been proven to be correct. Thus, with respect to access control, any
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application uging PolicyMaker is gunaranteed to evaluate each decision correctly. However,
enforcement is left fo the application. Several other systems (e.g., KeyNote [BFIK%9b| and
REFEREE |[CFL"98]} have extended the trust management architecture to allow easier
integration with user applications and & minimal set of enforcement facilitios.

In [IKBS00,, KeyNote has been used to define a distributed firewall application. The
technigue is to use conditional authentications, where conditions involve checking port num-
bers, protocols, ete. Howewver, it still remaing problematic to construct a configuration,
based on multiple local policies, or for determining the correctness of a configuration. The
provisioning clauses and legal usage assertions of Ismene can help address these probloms.

Modification of access rights in traditional anthentication and access control frameworks
by resource owners has been historically difficult. Policies are frequently stated though
singular specifications created, distributed, and evaluated by the authentication framework.
Hence, any rights modification must be mediated by the service, and not by the resource
owner. ‘Trust management approaches the intermediate step by allowing resource owners
to arbitrarily create and delegate rights. This is stark contrast to Antigone approach,
where group rights are the result of the coordinated reconciliation of member and issuer

requirements.

3.2 Group Communication

While group communication is often used in distributed computing, no single definition of a
gronp hag been universally accepted. In common ugage, the definition of & group is typically
derived from the application domain in which the group is used. Antigone defines & group
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.+ . the set of entities that maintain some form of shared context. Within a net-
working environment (which ig the only instance within the scope of this chap-
ter), the participants may be hosts, processes, network devices, other groups, or
any other addressable entity.

Groups can be open or cloged. In an open group, any member or non-member may
transmit a message to the group. In a closed group, only members of the group may
transmit messages to the group. The vast majority of secure group communication systems
provide a closed group.
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Centralized groups identify one or more distinct group controller participants® A group
controller is the logical leader of the group the manages session initialization, access control,
and other aspects of the group. Groups containing more than one group controller can dis-
tribute group management tasks to single controllers, delegate to a subordinate controllers,
or share duties among peer controllers.

Peer groups (which do not contain any group controllers) manage the group through
consensus.  These groups typically share state via an ordered reliable broadcast mecha-
nism [KBMY6G]. Decisions of access control, the introduction of new members, and key
management within peer groups have been studied extensively. However, because of the
need for consensus building, peer groups are particularly costly to implement.

This thegis focusea primarily on the closed, centralized groups implemented by the vast
majority of group communication frameworks and applications. However, Antigone is in
no way restricted to centralized or closed groupe. The investigation of the mechanism and
policy requirements of these groups is left to future work.

3.2.1 Secure Reliable Group Communication

Much of the carly work in group communication was targeted to the development of proto-
cols providing delivery guarantees (e.g., total, casual, FIF(), etc.). Later works investigated
infrastructures supporting reliable and secure groups existing within diverse environments.
The following considers the design, facilities, and models of soveral representative group
communication gystems, and considers the trade-offs between reliable and unreliable group
Communication.

Often cited as the genesis of current group communication technologies, the ISIS [Birld]
and later HORTS [RBMS6G| frameworks provide interfaces for the construction of group
architectures. Uging these frameworks, developers can experiment with a number of protocol
features through the composition and configuration of protocol modules. One important
feature introduced by the HORIUTS system was a comprehensive security architeciure. A
contral contribution of this architecture was the identification of a highly fault-tolerant key
distribution scheme. Process group semantics are used to facilitate secure communication.

A single session koy i8 used throughout each HORUS session. Hence, HORUS groups are

*No single term deaoting the logical group leader bas emerged in the Geerature In different contexts, a
group lemier is koowno as a sesion lesder [MPH39), & sequencer [KT31], ar group agent [Micd7).
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vilnerable to past or future members of the group.

Reiter further explored the highly robust security and group management in the RAM-
PART system [Reifd]. The RAMPARY system provides secure group communication in the
presence of actively malicious processes and Byzantine failures. Protocols in RAMPART
rely heavily on distributed consensus algorithms to reach agreement on the course of group
action. Secure channels between paire of members are used to ensure message anthenticity.

4 constructed

Authenticity guarantees are used to ensure the accuracy of the group views
through membership protocols. The security context is not changed through shared session
keya, but through the secure distribution of group views.

A limitation of reliable group communication ie cost; the consensus protocols used to
provide strong delivery guarantees frequently require each member to actively participate
in delivery through message acknowledgments. More recent work has investigated security
within best effort delivery groups. For example, virtual private networks provide an ab-
straction in which applications designed for (logically) local network traffic can be executed
across physically larger networks. The Enclaves system [Gon6] extends this model to se-
cure group communication. Enclaves secures the group content from previous members by
distributing a new group key after any member leaves the group. Emerging group systems
increasingly accept this latter model; group applications are infrequently willing to pay
the cost of group reliability in networks with low or highly variable throughput {e.g.. the
Internet). A number of other unreliable group systems are identified in Section J.3.

3.2.2 Membership Management

Historically, the facilities used to manage and distribute information about the membership
of the group is called Process Group Management [Cri91, RVRY, Birti]. These services
typically use reliable group communication facilities to ensure that the membership infor-
mation is distributed in & consistent and timely manner. However, as with reliable group
communication, the cost of providing this consistency is high. Hence, a number of approx-
imation techniques have boen used to mitigate these costs. Chapter 2 identifies a range of
guarantees associated with these technigues.

YA group view is the set of identitios mssoviated with members of the group during a period where no
changes in membership accur. When the membership changes (8 member joins, leaves, fails, ar s ejected],
a mew view s created, This is a similar concept to Bimmans's group view [Bir23)].
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3.2,3 Failure Detection and Recovery

The failure of a group member can have an immediate effect on both the security of the group
and the operation of the supported application [Reif4, AS98]. For example, the failure of a
leader in a centralized group can lead to undetected events which would normally require
the modification of the group session key, prevent access to the group, or delay the ejection
of failed or compromised members. Similarly, eome applications cannot progress without
the presence of critical members {e.g. the sender in a video broadcast]. Thus, depending
on policy and application requirements, groups often require a mechanism that detects and
recovers failed processes.

Failure detection is implemented by one or more faslure monitor processes. Each failure
monitor (which may or may not be a member of the group) actively monitors the state
of a subset of the group membership. A member that has failed is denoted as failed, and
denoted [live otherwise. Depending on the crash model and available facilities, the failure
monitor chooses the correct course of action to recover from the failure. Often, this simply
requires the monitor notify the group of the failure.

A failure monitor may require periodic proof that monitored processes are operating
correctly. This proof typically takes the form of a member-generated statement indicating
its continued correct operation. These statements must be authenticated for a failure de-
tection mechanism to be secure; some information proof that the stated member generated
the message is necessary. If authenticating information is not included, an adversary can
mask failures by generating counterfeit statoments. In groups where the members are not
completely trusted {or resiliency to member compromise is required), the authentication
information must uniquely identify the sender {see source authentication 3.3.2).

Traditional detection of failed process requires the encryption and transmission of a
periodically generated freshness indicator under a known key [FKTT9H). The freshness
indicators may take the form of timestamps (where some secure source of time is globally
available) or nonces. Known as heartbeats or keep-alives, the indicator messages are gen-
erated by any party wishing to state ite continued presence in the group, and validated
by failore monitors. In high throughput, dynamic, or large groups, the costa of processing
heartheat messages from each member can be prohibitive [MPO0].

Many of the technigues used for the detection of group member failures were developed
within the context of reliable communication. Typically, these systems detect failures by the
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presence or absenee of mesaage acknowledgments. A central property of reliable multicast is
safefy, a message is either received by every non-failed member or by none. Thus, systems
providing safety must receive an acknowledgment from each member before committing it.
Becanse these adknowled gments implicitly state & non-failed state, they serve a dual purpose
as message acknowledgments and heartbeats. For example, members of RAMPART groups
are removed (detected as failed) from the current group if they are deemed unresponsive
(i.e. fail to respond to group messages). More recent systems (Le. TRANSIS [DMS6],
Ensemble [RBH* 98], and CACTUS [HISUM]) rely on similar reliability or process group
management protocol mechaniems to detect failures.

Similar o the traditional beartbeats, group members in the Iolus system [Mit47) are
required to periodically re-assert their presonce in the group. However, rather than using
these messages as periodic proof of a process’s continued presence, they provide a means
by which a group member can REFRESH its membership in the group. Each member is
asgigned A membership expiration time during the join process. The member may refresh
its membership prior to the expiration fime. Any member who does not refresh its mem-
bership before the expiration time ig ejected from the group. While this approach has the
advantage of being sender-driven, it requires a refresh acknowledgment mechanism. With-
out an acknowledgment, the refresh can be lost and the member incorrectly ejected from
the group.

The way in which groups should recover from failures is largely dependent on the group
threat model and eession context. Several possible ways in which the group can react to the
detection of & member failure include: a) the group dishands or suspends operation until
the group member recovers and re-joins the group (in the case where the failed process is
eggential to the group mission), b) the group can purge the member and continue, or o)
ignore the failure.

The reliable group communication Transis System [DM9] provides services supporting
continued group operation in the presence of network partitions. To simplify, each partition
establishes a new group when the failure is detected. The new groups corresponding to the
partitions record all group messages. After the partition ig repaired, the recorded messages

are transmitted to the members of the other partitions.
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3.3 Secure Group Communication

Although solutions for security in peer-to-peer communication are well understood, group
security has been legs fortheoming. Thie is due in large part to the complexity of establishing
and maintaining a security context in groups with large and potentially dynamic member-
ship. Beyond issues of complexity, performance and scaling requirements often limit the
quality of solutions [SSV1].

The focus of the majority of the work in group security has centered on the investigation
of group key management, and data services. A group key management service is used to
establish and maintain session keys (e.g., key distribution). Data services provide security
guarantecs over group messages (e.g., confidentiality). Thorough treatmenta of the issues
and design alternatives of secure group communication services are presented in (OO,
CGIY9Y). The following subsections consider a number of seminal works used to provide

security within these services.

3.3.1 Group Key Management

A central determinant to the quality of security provided to a group is the means by which
semsion koy are established and replaced. Session kevs are fypically used to provide other
security guarantees (e.g., confidentiality). Hence, the ability to restrict access to session
keya is critical to group security. To simplify, group key management can be defined as:
Given group (f with membership M at time ¢
oal Each w' & M at time ¢ can obtain session key SK

Constraint Fach m* ¢ M at time t is can not obtain SK.
However, the degree to which the constraint is enforced limits the cost of key manage-

ment [S5V1]. Many key management approaches relax the constraint in different ways to
achieve a more efficient solution. Each relaxation represents a set of threats accepted by
the group.

Another area limiting the performance of a key management solution is the cost of
initial group access. Any solution must provide a means by which members can initially
make contact and receive koy management data. However, in large or highly dymamic
groups, centralized services can become overloaded with requesta for key data. Thus, the
means by which group exchanges are accomplished will have an affect on the scalability of
the group.
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Keoy-Encrypting-Key (KEK)] management approaches remove all timing constraints.
This implies that any wny that is in {or ever will be) M has (will have] access to the
seasion keye. Hence, the group is not protected from past and fuoture members. For ex-
ample, in the Group Key Management Protocol (GEMP) [HMY97h, HMY97a], newly joined
members receive a KEK under which all future session keys are delivered. A limitation of
this approach is that mishehaving members can only be ejected by the establishment of a
new group. GKMP reduces the costs of authentication by introducing a peer-to-peer re-
view process in which potential members are authenticated by active members of the group.
Existing members assert the joining members’s authenticity.

In an approach implementing a service similar to GKMP, the Scalable Multicast Key
Distribution (SMED) [Bal¥d] implements key management at the transport layer. De-
veloped for the Core-based Multicast Routing Protocols [BFCSS), SMED uses the router
infrastructure to distribute session kevs., Ag the multicast tree s constructed, leaf routers
obtain the ability to authenticate and deliver session keys to joining members. Thus, the
overheads associated with member authentication and key management can be distributed
among the leaf routers.

Often referred to as the simple group key distribution method, the Antigone 1.0 [MPH%Y|
system implements a key distribution approach using pair-wise secure channels established
during member authentication {e.g., a pair-key known only to the controller and the mem-
ber). New pession keys are distributed to each member independently through a key distri-
bution blodk encrypied under the pair-key. This results in either & unicasts, or a broadcast
of size n times the size of the key distribution block. Thus, because of its linear growth,
this approach does not scale well to large groups. Similarly, the state held at the controller
(pair-keys] grows linearly with group size.

Mittra categorizes the effect of the key management constraint as a I-effects-n failure,
where a single membership change event can affect the entire group [Mit87]. Mittra’s Iolus
aystom addresses this limitation through locally maintained subgroups. Each subgroup
establishes and replaces its own session key through simple group key management. A
second meta-group key is established and maintained botween subgroup controllers. Henee,
the inherent cost of simple group key distribution i mitigated by localizing rekeying to
subgroups. However, this approach introduces other latencies. Group messages must be
translated as it crossos the subgroup to meta-group and meta-group to subgroup boundaries.
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Subgrouping has been used to establish key management domains mapping onto an-
tonomous systems. For example, Hardjono et al. propose a scalable framework for group
key management in [HCIMN]. The framework consists of two planes defining a group man-
agement service; & nefwork infrastructure plane and a key management plane. The network
infrastructure plane consists of the protocols and entities providing the broadcast (multi-
cast) medium. The key management plane consists of the protocols and entities providing a
group security context. Hardjono's framework is targeted for large groups spanning poten-
tially many autonomous systems. Thus, the authors sought to support the heterogeneous
protocols and infrastructures of each AS by introducing a region of meta-key management.
This region, called a trunk region, maintains a region key under which participating key
managers geeure communication. Leaf regions consisting of group members transmit data or
security related requests to a border key manager. The framework has the same advantages
(i.e., localized key management) and disadvantages (i.c., message translation) as Inolus.

Logical Key Hierarchies [WHASE, WGLYE|) (LKH) provide an efficient alternative to
subgrouping in achieving scalable, secure key distribution. A key hierarchy is a singly rooted
n-ary tree of cryptographic keys. The session leader assigns all interior node keys. Each leaf
node key is a secret key shared between the session leader and a single member. Once the
group has been established, each member knows all the keys between their leaf node key and
the root. As changes in membership oceur, rekeying s performed by replacing only those
keya known (required) by the leaving (joining) member. HRekeying without membership
changes can be achieved by inexpensively replacing the root key. Thus, the total cost
of rekeying in key hiorarchies scales logarithmically with group size. Many incremental
variants of LKH have been proposed |[Perd7, MSSE, CGIHH0, CEK 34, WCS+04). These
improvements seek to reduce the coste by reducing message overhead or state held at the
group controllers and members.

Similar in construction to LEKH, one-way function trees [MS938] (OFT) implement a
structure used to establish and replace session keys. (OFT key trees are established by
assigning keys to the leaf nodes representing members. All interior node keys are generated
by combining hashes of the two keys below in the hierarchy, OFT based key management
behaves in all other respecis as LK.

The VersaKey system [WOS™99] extends the LKH algorithm by converting the key
tree into table of keys. Fach group controller maintains a 2xl table of Key Encrypting
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Keya (KEK), where | = logy(n) for a group of n members. The table contains entries for
each () and 1 bit of user identifiers {e.g. the key for bit 3, value ) is indexed k;p). Each
member receives koys associated with its identifier and a traffic encrypting key ([TEK) (e.g.
a member with binary identifier 1011 would receive keys ky 5, ki g, k21, k31 ). Thus, based on
the identifier, each member maintaing & unigque combination of keyvs from the table. When a
member is to be gjected, only those keye associated with the ejected member identifier and
traffic encrypting key are replaced and distributed. In the case of a member join, each key
aseociabed with the identifier of the new member and the traffic encrypting key is modified
by applying a one way hash function to its random data. Thus, in the case of joins, no key
distribution to current members is necesgary.

The VersaKey approach significantly reduces the amount of state held by group con-
trollers ((}{2n} in LKH to O{Yog:(n) in VersaKey). This allows key management to scale
to very large groups. However, VersaKey is volnerable to collusion of ejected members. Faor
example, two colluding members with complimentary identifiers cannot be ejected without
simultaneously replacing the entire table. The authore present an algorithm for simul-
tancously replacing arbitrary nmumbers of group members. A second variant supporting
environments containing multiple group controllers is deseribed.

Independent of group changes, the frequency with which the group is rekeyed has an
effect both on the security and efficiency of the group. By enforcing a lower bound on
rekeying frequency, the key management constraint can be relaxed by limiting the gran-
ularity with which time § is measured. Setia et al. challenge the need [(and measure the
effect) of arbitrarily small measurements of ¢ in Kronos system [SKJHN]. The Kronos key
management gystem promotes the use of limited lifetime rekeying for distributing keying
matorial. Using analytical technigues, the authors of the Kronos system showed that the
large or highly dynamic groups quickly become limited by the speed at which they can per-
form rekeying. Using this as justification, they introduce & limited lifetime rekeying system
based on the subgrouping techniques found in Iolus. A distinet member of each subgroup
ia responsible for distributing keys to all members within the subgroup. However, unlike
previous approaches, rekeying occure only at policy defined intervals.

In [SKJHM), the performance of Kronos, LKH, and lolus systems were compared via
simulation. It was found that periodic rekeying provided the lowest latency for group
content, and that the leave and join latencies were acceptable (a 1 second rekeying interval
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was tested). For large groups, it was shown that periodic rekeying was the only approach
where rekeying was not the bottleneck.

Egalitarian groupe require key management to be participatory. In decentralized keying
or key-agreement systems, a number (> 1) of group members contribute to the establishment
of the session key. DProposed participatory key management solutions [S5DWAE, CCED,
FN93, BD96, BWUE, ASTM)] are largely applications of the n-party Diffie-Hellman key
exchange |DH76] under a given set of assumptions and constraints.

A secure lock [OCEY] protocol introduced by Chiou and Chen is representative of key-
agreement approaches. Secure locks allow the distribution of secret information to an
arbitrary number of members without prior establishment of group keys. This approach is
used to quickly (in 1 message] distribute a gession key to the membership of & group.

Systems implementing secure locks assume each member of an universe of members [J
(where wy € [f, for all 2 | 1 > ¢ > m) have established a publicly known and pair-wise
relatively prime number (V). Additionally, each u; establishes an encryption key known
to the sender (k,, ). Each message M is encrypted under a symmetric one-time key [f:]l
A secure lock X for message M and group ¢ (where f C {7} is generated by solving the
following system of equations using the Chinese Remainder Theorem [Stifi5]:

X =R, mod N for all w € G
=R 1 Ry = {k}s,
A= H"r.nnd N where N; = publicly known value for u,
X =Ry mod N m is the sizge of O

Upon receiving the message w; computes (B; = X mod N} to obtain [i:}ku‘. Using ite
secret key, w; obtains k and decrypta the message. In the case of key distribution, M will
contain the group session koy.

Secure locks are attractive because the size of each distribution message is constant.
However, the costs associated with the generation of a secure lock grow linearly with the
gronp size. The generation of each A requires an encryption of the one time key. Addition-
ally, finding the X based on the system of equations requires n computationally expensive
maodular exponentiations.

3.3.2 Data Services

Data transforms are used (o provide security over application or control data. A fransform
defines a manipulation of data meeting some set of security requirements. Requirements
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are satigfied by the application of cryptographic algorithms over a set of data and keys. For
example, consider the following simplified data transform,

D — E(8K, D), E(SK, H(D))

where §K ig a session key known only to the current group members, I is the data to
be transmitted, E is an encryption function accepting key and data parameters, and &
is & collision-resistant and non-invertible hash function. This transform guarantees group
authenticity, integrity, and confidentiality. These properties inferred from the fact that 5K
is only known to the members of the group; only an entity in possession of 5K can generate
the transformed data. The implicit assumption made by this construction is that it is
computationally infeasible to obtain the key or data from K{SK, D) or invert H. While
there has beon considerable debate on validity of these and similar assumptions in the
general case, investigation of the strength of eryptographic algorithms is outside the scope
of this thesis.

Transforms are not only ussd for application content. Based on the threat model,
cach group service requires some set of guarantees be preserved over the control data.
For example, key management services often require that key distribution data remain
confidential. Transforms similar to those defined in this section are used to provide these
guarantees. However, the algorithms and keys used to implement the transforms will be
driven by sorvice requirements and available resources.

The following considers the canonical data security guarantees required by groups. Note
that there are other guarantees which may be necessary in some environments (e.g., non-
repudiation, anonymity, ete.). For brevity, a description of approaches providing these

guarantees are omitted.

Confidentiality, Integrity, and Group Authenticity

Confidentiality guarantees that no member outside the group may gain access to session
content. Although typically implemented through encryption under a symmetric key, other
technigques may be used to limit content exposure. For example, confidentiality may be
achieved though the use of stenography [AP98], ar through encryption of only critical por-
tions of messages.

Integrity guarantees that any modification of & message is detectable by receivers. As
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they are fundamentally insecure, one cannot trust underlying reliable communication {point
to point TCP [J81], reliable group communication [FIL*97]) to guarantee integrity. Se-
quence numbers, chocksums, and other components of these protocols can be trivially altored
by adversaries to manipulate message content. The use of keyed message authentication
codes (MAC) [Schi6, KBCY7 is an inexpensive way o achieve message integrity.

Group authenticity guarantees that a roceived message was transmitted by some member
of the group, and is typically a byproduct of other data security policies. In many cases,
proof of the knowledge of the session key (as achieved through most integrity guarantees)
ia sufficient to establish group anthenticity.

Source Authentication

Source authentication approaches uniquely identify the sender of a message. Efficiently
providing sender authenticity (or source anthentication) in groups is an area of active re-
search. However, the inherent complexity and cost of providing source authentication has
been found to be daunting. The following considers a number of constructions providing
source anthentication.

In an obvious approach, a group establishes secret keys between each pair of senders and
receivers. The pair-wise secret keys are subsequently used to generate an unigue keyed hash
(fe., HMAC [KBCY7]) delivered to each receiver. 'The anthenticity of the message is inferred
from knowledge of the secret key. In the general case, the generation of the potentially
n* pair-wise secret keys can be problematic. Moreover, if such keys were available, each
message would require the generation and transmission of up to n — 1 HMACs. Thus, the
coste associated with a gingle transmission grow linearly with group size.

Several attempts have been made to apply symmetric message authentication codes
(MACg) to the problem of source authentication. For example, Canetti et al. define a
source authentication mechanism resilient to &k collaborating members in [CGIY94). In
one proposed construction, £ keys are initially created (where £ = Ofw log(l/g)), w is
the number of collaborating members from which the group is to be regilient, and g is
the desired probability that the collaborating members share all the keys known by some
non-collaborating member”®, for that non-collaborating member (e.g., it is suggested should

“Trivially, a collaboration which knows all keys ko to a non-collaborating member can generate a
counterfeit message that will be accepted by the non-collaborating member, § embaodies the likelibood that
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be g = 27", Each receiver u is given a subset of the keys By, © B R = {k,... ke}.
Each source # is given the set of second generation keys S; = {fp, (38)...., fi,(8)}, where
[ is some pseudo-random, non-invertible function. Each message M creates a specialized
MAC with one output bit for all MAC(f;, (#), M) such that |1 < ¢ < £ The £ output
bits are transmitted with the message. Each receiver computes fi (#) and MAC( f, (3], M)
for each one ki it knows. If all the bits verify correctly, then M is deemed authentic.
Becanse of the way the keys are assigned, no collaboration of receivers of k or less can {with
probabilistic cortainty) generate counterfeit messages. Ag each sender knows & unigque set of
authentication keys, no amount of sender collaboration will provide more information than
the set of individual sender keys. & resilient schemes provide probabilistic security. The
coat of the constroction is a direct result of the desired strength of its protection (ie., the
assignment of k).

Digital signatures [DHTH, RSATS] have been used in many contexts to provide authen-
ticity guarantees to large or indeterminate sets of receivers. Source authentication can
be achieved in groupe by simply signing each message. Any member with access to a
sender’s authenticated public key (e.g., via some certificate distribution service [HFPS949])
can accurately determine the source of a message. A limitation of signature based source
authentication is cost; asymmetric algorithms can be 1NN times more expensive than sym-
metric algorithma [Sch96]. Thus, high throughput groupe using a signature solution will be
limited by the speed at which a sender (receivers) can generate (validate) signatures.

CHf-line signatures [EGMY6, GHYT) mitigate the costs of signature generation and vali-
dation by removing public key operations from the eritical path of message marshaling. For
example, the off-line signature approach defined [GRY7] defines a table of size m + loga(m)
random values is constructed for each message using the following construction. For a mes-
sage M (of size m in hits®), & random signing key (sk) and resulting public key (pk) are

created:

ak =.‘I!|,..--|Im||!.|:|g=|:m:| = [b lk
pﬁc:ff.ﬂl],.-qfl::zmlfuggn:m]]

where k is the size of the output of some one way hash function f. The public key is signed

any suih sitnation oeears. Thes, it & important to assign a statistically insignificant valee for g.
ETypically, M is a hash of the daka to be sent. Heoce, m o is the nomber of bits of output of f.
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off-line using & normal asymmetric private key. A signing process boging by the signer
appending a binary representation of the number of zero bits in M to M. The signature
8 = 81 ... Smlog(m) Consisting of m + logs(m) values is generated:

8; = xy; if bit 1 of message m is (), and
a; = f(z;) if bit i of message m is 1.

&, and M are transmitted to the receivers. pk can be distributed prior to fransmission or
in conjunction with the signature. Verification requires the receiver validate that the last
fogs(m) values encode the correct mumber of zeros. Because conversion of 1 to () in the first
m bits would cause a bit to flip from a () to a 1 in the last logs(m) bits, M cannot be forged
without inverting f.

Off-line signaturea are limited by bandwidth consumption. A table and signature is
required for each message (e.g. often exceeding 1kb of signature data). Thus, this ap-
proach is not likely to meet the needs of groups in limited bandwidth environments. Hybrid
schemes [Roh®| reduce off-line signature costs by trading off computational resources or
security for decreased bandwidth usage.

In another attempt to mitigate the costs of signature generation, Gennaro and Hohatgi
introduced stream signatures in [GRY7]. Rather than authenticating each packet individ-
ually, stream signatures amortize signing costs over blocks of messages. Two schemes are
proposed in [GRYT|; off-line and on-line stream signatures.

Off-line stream signatures require the transmission data be available prior to the seesion.
Initially, the transmission data B is broken into k blocks (8,,...,.8,). k+ 1 blocks are
generated and transmitted using the following construction:

By, = phs {f(B1 k) }pa,
o = D‘i,ﬂ{ﬂ,"“]
B, = B (000

The first packet {B)) contains a signature generated using the private key of an asym-
metric key pair pky of the sender. The signature is calculated over the hash of the first
data packet and the total number of packets in the transmission. Each subsequent packet
containg A hash of the following packet of the transmission. The single signature validates
all data packets by chaining the hashes across the entire transmission. However, if any
packet s lost, the chain is broken and no further packets can be anthenticated.



kil

The on-line stream signatures operate in essentially the same way, with the exception
that it is not assumed all data packets are known prior to transmission. In this case, packets
are buffered by the sender as data is generated. When enough packets are available, a stream
signature is generated and the data is transmitted to the group. In this way, the sonder
trades off authentication costa with the latencies caused by buffering. Wong and Lam soften
the reliability rogquirements of on-line signatures using forward error correction technigues
in [WLSY].

Source authentication is frequently relevant in non-group environments. For example,
Chueng presents the Optimistic Link State Verification (OLSV) protocol in [Chel7]. The
QOLSV target environment congists of a number of routers exchanging link state information
from which routing tables are gonerated. OLSV augments existing link state distribution
protocols by anthenticating updates. The authors note that previous approaches were
insufficient for high speed networks. Establishing a single symmetric key shared by all the
routers would not prevent a compromised router from creating bogus updates. For reasons
cited above, the coste of an approach based solely on digital signatures or that establishes
pair-wise secrets was deemed equally undesitable.

To simplify, OLSV uses a commit-release approach. Each update is ﬂignerlT using a
symmetric key generated from a hash chain. The last value in the hash chain itself is signed
using the sender's private key and distributed to all interested routers. The values of the
hash chain (keys) are subsequently exposed and used by receivers to validate MAC values.
Howrever, OLSY requires that an update be received prior to the release of the associated
key. Failure to preserve this property could result in forged updates (ie., an adversary
could generate an arbitrary update using the released key). OLSV is optimistic; all updates
are accepted as authentic until the key is released. I it s later found that an update was
forged or altered, the other perform a recovery protocol removing the misbehaving routers
or hosts.

Timed Message Authentication Codeg [PETCM] (TMAC) provide group source authen-
tication in a manner similar fo OLSY. Each packet contains a keyed hash computed under
a key to be released at a later time. If a receiver can determine that a message was re-
ceived before the associated key was released, the packet is deemed anthentic. However, like
QOLSV, the security of the this scheme is directly related to security of the timing information

TMuare properly, a mesage anthentication code (MAC) s calenlated using the symmetric key.
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held at both the sonder and receiver. The authors propose a group timing synchronization
algorithm used in support of TMACs in [PCB* ().

A limitation of Timed MAC is their inability to provide non-repudiation. Also defined in
[PETCH], the Efficient Multi-Chained Stream Signature (EMSS) addresses this limitation
by defining a tiered stream signature. In one construction, each packet P in EMSS containg
a hash of the packets Iy, Fi s, Fj_4, F;_s. Later, a signature packet {F;, where j = i)
signing the hash of packets Py, Py, Py_y, Py_p is sent. When Py is received, the
authenticity of all previous packets can be asserted by following the hash chaing backward
from the gigned values. Because the packet was signed with a private key, non-repudiation is
assured. An optimization of this scheme uses error correcting codes to reconstruct missing
hash values. Simulations of EMSS found that environments with high loss rates (60%) can
achieve robustness (i.e., anthenticity can be assessed > 95% of the time).

3.4 Component Systems

Monolithic protocol stacks are often difficult to construct, debug, and maintain. Component-
based systems limit the complexity associated with stack implementation and maintenance
by decomposing services into software modules. Protocol stacks are synthesized at compile
or run-time from ordered collections of software components implementing the desired fune-
tionality. Hence, each service can be implemented and tested in solation. Moreover, the
coat of developing new stacks is low:; uniform interfaces allow components to be reorganized
quickly. Mechanism compogition has long been used ag a building block for distributed
gystems [(Q05594, RBMSG, Berlit, BHSCOE, FETTUS, NK48). However, the definition
and synchronization of stack specifications (e.g., component organization graphs) in these
aystoms is largely relegated to system administrators and developers.

An early seminal work used fo rapidly construct protocol stacks from protocol com-
ponents was the x-kernel [HP94). Course grained profocol objects in x-kernel imploment &
single protocol (e.g., TCP [JE1], UDP [Pos8l], IP [Posil]). Protocol objects are composed
at compile time to implement a particular stack as directed by the developer. Each protocol
in the x-kernel is represented by a directed acyclic graph defining the data flow of through
the layers of the stack. A session object explicitly states the path through the protocol
graph (eg., A RPC call packet would traverse nodes associated with RPC, TCP, IP, and
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physical layer ohjocts).

The ADAPIIVE system |SF583] extended the x-kernel philosophy to the construction
of protocols from a specification language. The Protocol Machine Specification Language
(PMS5L) used by ADAPTIVE acts as a form of policy; protocols are constructed for the
particular Quality of Service, performance, and reliability requirementa of the target system.
PMSL protocol specifications are translated in a task graph defining the implementation.
To simplify, an ADAPTIVE protocol machine snsfanfistion is constructed at runtime from
intermediate PMSL specifications.

Izis [Birl3] and Horus [RBMY6] applied the course grained protocol object approach to
reliable group communication. These works define protocol components implementing group
services (e.g., ordering guarantoes, membership management), rather than the goneral-
purpose transport protocols. Different protocol variants {with potentially different delivery
semantics and guarantees] are composed to construct an efficient group communication
BETVICE.

The wse of component frameworks as a building block for security was considered by
Orman et al. in [Q055%4]. The authors assert that basic eryptographic functions and pro-
tocols can be interposed into general-purpose protocol graphs to achieve end to end security.
The anthors further state that general-purpose security services (e.g., authentication) can
be constructed in a similar manner. The authors demonstrate the viability of this approach
by implementing client and server interfaces for Kerberos [NT94] within the x-kernel. As
illustrated through their implementation of Kerberos, sessions providing specific security
guarantecs are implemented through the decompaosition of & protocol’s transport and secu-
rity goals, and realized through an appropriate protocol graph. Where multiple protocol
variants are required (ag is the case where support for different security policies is required),
(de|multiplexing components are added to the graph.

A limitation of the original x-kernel and similar systems system was the gramalarity
of ita protocol objects. Each protocol object often implements a general-purpose proto-
col, which may be complex and inefficient. For example, TCP is a complex protocol, with
many optiong and boundary cases. The Coyote [BHSCOS| system investigated the use of
fined-grained micro-protocol components in the construction of end to end protocols [HS98).
Micro-protocols implement properties, rather than services, as separate modules. For ex-
ample, while HORTIS may implement group FIFO delivery, Coyote may implement soparate
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micro-protocols for reliable delivery and ordering. Protocols in Coyote are configured from
collections of micro-protocols implementing the protocol semantic required by an appli-
cation. Similar to Antigone, communication between Coyote micro-protocols modules is
implemented through generic event interfaces (see Chapter §).

Component compogition must be restricted to only those compositions preserving se-
mantic correctness and interface compatibility. A number of works investigating tech-
nigques for configurafion programming have been studied {e.g.  Polylith [Purd], DAR-
WIN [MEKM94]). Hiltunen investigates a specification language for configuration program-
ming in [Hil4%], which he subsequently applied to the constroction of data security services
in Cactus [HISUOO]. Hiltunen's specification language describes the legal system construc-
tiong through the conflict, dependency, independence, and component relations, where con-
ficting {dependent) components must (must not) be used in conjunction, and independent
components may or may not be used in conjuncéion. These relations are used at the build
time to ensure correctly operating implementations.

The ADAPTIVE system builds executable Protocol Machine Instantiation from a two
phase process; & PMSL specification is complied inbo intermediate Protocol Machine Task
Graph Language by the Protocol Machine Configurator. This process translates protocol
requirements into & graph representing orderings relationshipe between the protocol tasks
(e.g., CROC, sequencing). An executable instantiation is ereated by the Protocol Machine
Synthesizer by mapping the various tasks to protocol components. Legal usage relations
between components are enforeed by knowledge internal to the configurator and synthesizer.
This has the dissdvantage of requiring additional knowledge be programmed into these tools
when new components are introduced into the system.

3.5 DBroadcast Communication

A prerequisite to efficient group communication is & broadeast transport media. Histor-
ically, the predominate transport mechanism used for group communication has been IP
multicast [Deeff]. I multicast provides a connectionless point-to-multipoint communica-
tion service. Membership of a multicast group is not bounded by location or restricted
in any way. A host may be connected to any number of groups simultaneously, and need

not explicitly join prior to sending data. Messages sent by member applications are deliv-
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ered as bost affort traffic to all members that have explicitly indicated their interest in the
group (e.g., via IGMP |Decfi]). The difficulties inherent to multicast routing in wide-area
networke have spawned a significant body of research [WPDES, Moy9d, Bal97h, Bal97a,
EFH*48, Moy9s, DEF94]. As evidenced by the multitude of multicast routing protocols,
the issues surrounding multicast routing are difficult to solve with singular solutions.

Due to & number of technical limitations [AACY 9], no single broadeast transport ser-
vice has been universally adopted. Overlay Networks [Fra99, BOG*00, CRZN0, JGIH00,
CMBM) address the limitations of IF multicast routing protocols by providing a broadcast
transport at the application layer. These notworks implement a broadeast channel through
host-level self-organization and routing. Member hosts or dedicated servers act as mul-
ticast routers by constrocting & virtual network over point-to-point communication. The
topology of the overlay network is modified as the group membership or characteristics of
the physical network change. Thus, the group attempts to converge on the lowest cost {as
defined be any number of metrics) broadeast troe. Owverlay notworks have the advantage of
allowing the group membership to control the broadcast media. Hence, issues of scaling,
inter-domain communication, and addressing are all within the purvey of the participating
hosts.



CHAPTER 4
POLICY REPRESENTATION AND ANALYSIS

A congideration of any policy management infrastructure is the means by which policy is
represented.  Previous policy management systems have sought to identify a structure or
schema allowing the specification of all germane aspects of a session context appropriate for
the target environments. The Ismene Policy Language extends this work by considering a
language under which policies for a large number of application domains, system models,
and environments can be defined.

To motivate the goals of lsmene, the following presents simplified security requirements
for an example group teleconferencing application, tc. The tc application is to be de-
ployed within a company wridget.com. widgef.com's organizational policy for tc requires
the following:

s the confidentiality of all session content must be protected by encryption using DES

or AES (provisioning requirement)

s participation in & session i8 restricted to widget.com employees (access control re-
quirement
Now suppose Alice wishes to sponsor a session of application tc that meets her following
local policy:

s Alice wishes to use only AES eryptographic algorithm only (provigioning require-

ment]: and

s ghe wishes to restrict the session to the MlueWidgets team {access control require-
ment)

A basic requirement on the policy language is that it must be able to specify provisioning

and access control policies for each group member and regolve them into a specific session

policy instantiation. In the above example, the result of such resolution is that Alice’s

il



i

semsion is restricted fo members who are in both BlueWidgetfs and widget.com [access
control requirement ), and the cryptographic modules must be configured so that all content
is encrypted using AES (provisioning requirement .

In general, security requirements can be more complex. For example, Alice may wish
to restrict access to certain hours of the day, require that the session be rekeyed when new
members join ar leave, ete. Furthermore, other members in the group may have their own
local security policies. A member must be able to check whether the session's policy satisfies
the member's local policy. If the local policy is not satisfied, the member can choose to
abstain from the group rather than compromise its security policy.

Policy must also be responsive; changes in membership or the execution of a security-
relevant action can affect the session configuration. Conversely, the sesgion must be able to
make access control decisions based on the use and configuration of security mechanisma.

Ismene, thus, has the following primary goals:

s flerible prowisioning - Ismene must allow the provisioning of groups based on an as-

sesgment of environmental conditions and the local policies of the members.

® action-dependent provisioning - Ismene must allow the modification of session con-
figuration based on changes in membership or the execution of a security-relevant

action,

o authenfication and access control - The authentication and access control embodied by
& seasion must be explicitly, but flexibly, stated in Ismene. Authentication and access
control should not only be based on operating conditions, but aleo on the current

sesgion configuration.

o policy complionce - Any member participating in a group must be able to assess

compliance of a configuration with its local security policy.

s legal wsage analysis - Ismene must be able to determine whether a configuration rep-
resents the proper usage of the underlying security mechanisms.
Contemporary policy languages for group communication focus on the development of
security schema meeting the needs of existing group applications (e.g., [HM87a, HCO1,
DBH*00, HCDOO|). While entirely appropriate for the target environments, the introduc-

tion of new security requirement necessitates modification of the not only the language, but
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also of all frameworks supporting the group [BBD* 98], This is in direct contrast with the
goals of this thesis; a flexible policy management infrastructure must address unforeseen
requirements (and integrate new infragtructure) without modification to the architecture or
supporting policy language [HCH* (0.

Authentication and access control has been studied extensively for 25 years [BLTI).
Hecont approaches have accepted that access control, and security in general, is contex-
tual [WLL3, CCO7, WLUE, RNO)|. As such, recently proposed access control languages
map not only users and objects, but aleo environmental context to access rights. However,
these languagea do not regulate how access is provided. Trust Management approaches
extend context to encompass service provisioning [BFL9G, BFIK%9b]). Trust management
access policies typically state the configurations under which access is granted. Access is
stateless in these languages, which limita the ahbility to construct and enforce a coordinated
access control policy throughout the lifetime of A session.

The languages cited above largely assume policies are completely specified prior to ses-
sion initialization by a single authority. Hence, these languages do not adapt to participant
requirements at run-time. Existing languages supporting reconciliation (e.g., DOCM [DBH* 0],
MSME [PCKS01]) are limited in scope, or construct policies appropriate for peer-to-peer
communication. These limitations led to the design of Ismene, which builds significantly
upon the design and philosophy of these languages.

The remainder of this chapter considers the Ismene policy model, the construction of
the Ismene Policy Language, and the design of the algorithms supporting its use. Hence,
this chapter addresses two of the primary objectives of this thesis identified in Chapter 2;
Flemble Representation and Multiparfy Determination. The following section begins by
further motivating the goale of the Ismene policy language.

4.1 System Model

An Ismene policy specifies the central components of a group communication security con-
texct: provisioning and authentication and access control. Both aspects are epecified in group
and local polices. A group policy defines the entirety of security-relevant properties, param-
eters, and facilities used to support a group session. Each group participant states the set
of local requirements on group sessions through a local policy. The group and member local
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Figure 4.1: System Model - A session is a collection of parficipants collaborating towards
some sot of shared goals. A policy izsuer states a group policy ag a set of requirements appro-
priate for future sessions. The group and expected participant local policies are ovaluated
to arrive at a pelicy smsfanfiation stating a concrete set of requirements and configurations.
Prior to joining the group, each participant checks compliance of the instantiation with its
local palicy.

policies are reconeiled within an environment prior to the establishment of esch session.

A group provisioning policy identifies the security requirements of the group. These
policies requirements are mapped into a configuration of security-related services or mech-
anigms. Ismene group and local policies are reconciled to arrive at a specific configuration
for a session. Potential participants of a session verify that the session's configuration is
compliant with their local policy before participating. A group policy is tested against a set
of legal usage assertions through analysis to ensure that any configuration resulting from
recanciliation will not introduce undesirable side effects.

Authentication and access control defines how sessions regulate action within the group.
The authentication and access control implemented by a group is explicitly stated in its
configuration. Ismene is limited to expressione of positive criteria under which access is

allowed, but permits the integration of other authentication frameworks where more ex-

pressive power is required.

4.2  Approach

Depicted in Figure 4.1, a group is modeled as the collection of parficipants collaborating
towards a sot of shared goals. The existence of a pelicy issuer with the anthority to state
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geasion roquirements 18 assumed. The issuer states the conditionsl requirements of future
seasions through the group policy. Each member states the set of local requirements on
future sessions through a local policy. Each participant trusts the issuer to create a group
policy consistent with session objectives. However, & participant can verify the compliance
of a policy instantiafion with their local policy.

An smitinfor is an entity that generates an policy snefantiation from group and local
policies. The initiator may or may not be a participant of the group. An instantiation
concretely defines the provisioning and authentication and access control rules to be en-
foreed. The instantiation is the result of the evaluation and reconeiliofion of the group and
local policies within the run-time environment. Provisioning identifies the relevant session
requirements, and defines how requirements are mapped into a configuration. The initiator
ia trusted (by the group members) to evaluate and reconcile the group and local policies
correctly.

[smene policies are collections of totally ordered provisioning and action clanses. Pro-
vigioning clouses identify configuration. Participant software is modeled as collections of
security mechanisms.  Associated with a mechanism 18 & set of configuration parameters
used to direct its operation. Each mechaniem provides a distinct communication service
that is configured to address session requirements. A provisioning clause explicitly states
configuration through a set of mechanisms and parameters. Authentication and access con-
trol rules are defined in action clauses. An action clause defines the conditions under which
a protected action should be allowed.

Each provisioning and action clause is defined as the tuple:
ctagr 1 <oconditicmals> D@ <conseqoences>|
Tags are used to provide structure to the policy. Intuitively, tage represent session re-

quirements or identify a protected action. The organization of tags dictates the relationships
between clanses, and ultimately guides policy reconciliation. Conditionals contain zero or
more predicates describing the conditions under which the consequences are to be enforced.
Predicates are Boolean functions used to test the operating environment, session configura-
tion, local or glohal state, or the presence of credentials. The result of the evaluation of a
predicate is true where the represented condition holds and false otherwise., Conseguences
identify provigioning and authentication. Fach consequence states & session requirement,
a configuration, or the accoptance of an access request. The complete Ismene grammar is

presented in Figure 4.2
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<policy® = <statemants>
Cgtatemants® = <statament® ";" [*." <stataments>]
cgtatament? 1= <attribote> | <prov_clanser | <actiom_clamsae> | <assertion>

<attribmter = <idemtifier> ":=" *<" <yalpa> "4 |
“idemtifiers> "ie' TV Cyalune Liste faM

tyalna list> = *{" <yalna> "} [*." <wvalnae list»]

Cidentifier> r= word

cyaloa® 1= strimng

= W - oD de W K =

-
- =

cprov_clauwser = <tagr *:" [<conditicmals>] “::" <comsequences>

<tagr = <identifiars

Cgonditionals? 1= dvar® "=' <yalwe® [V," <conditionals®] |
cpradicate> *[" [<args»] *}" ["," <conditionals>]

cyar» = "8 Jidemtifiar>

cpredicater 1= <idemtifiar>

<args> = <varr | <idemtifier> [*," <args>]

‘ronsequancas? 1= <pick> | <configr | <tag> [*," <consaquences>]

‘:pim rm "Pil-l. II{I ‘Ctﬂnfiﬁ} .r" (:mig} ["rl {tmip}] IIJII

cponfige> w Cconfigr [*." <configei]

cponfigr = “comfig® “{* [ <cfgotwmts> ] *}“

ccfgstmts? 1= <machanism> [ "{" <params> ")* ] [, <cfgstomts>]

imachanizsm? 1= <idemtifiars

‘params® = fidemtifiar> Y= <yalwa> [".," <params> ]

BB i M B B B re e e e o e e e
o O & 4 WK = O @ E - O, & ad K|

caction_clawse> = <tag» “:" [<action_conditionals>]
o b 'H.Ecﬂ]ﬂ.‘:" [. "IIIZIZII.'!J.E"]

Caction_conditicnals> = <acticn_conditien> ["," <action_comditiocmals?®]
<action_conditicn»* := <conditionals* | <cradential> | <config> | <pick>
feredantial> = Croademtial "(" <bind war® *." <crad_args» ")"
chind war> = "B <idemtifier»
Coreed_args? 1w <idemtifier» "= <valwe> [".® <ored_args>] |

cidemtifiery "=" <var> [".," <cred_args*] |

cidamtifiery "=" <bind warr ["," <cred_argsr]

H oW W W W W W W W oW
o D e W K = O = @ -

<assartion? := "assart® ":* [<assert comds>] "::" <assert_args>;
caggart_argsr* 1= [1] <pdck> | [!] <confipgr [".* <assart_conds>]

=1
=i

Figure 4.2: The Ismene Policy Language Grammar. A word represents a string of non-
whitespace alphamumeric characters. A string 8 a string of alphanumeric characters (i.e.,
may contain newline and whitegpace characters).
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The semantic of a clause is as follows; if all the conditionals in the clause evaluate

to true, then the consequences need to be enforced. For example, a clause containing
conditionals ¢ ... ¢y, and consequences gy .. . gy, represents the logical expression (o AL .. A
g} = {qy M. Agy). Thus, the result of an evaluation over a set of clauses is a conjunction
of consequences. The collection of consequences defines precisely how the session's security
parameters are allowed to be configured.

One or more clauses may be defined with a tag. Clauses associated with a single tag
are evaluated in the order in which they are defined in the paolicy. Evaluation of a tag stops
when a clause evaluates to true (ie., the conditionals hold). In this case, the consequences
are enforced and all other clauses associated with the tag are ignored. If a clause evaluates
to false then the next clause associated with the tag is evaloated. If, for a particular tag,
no clause evaluates to true, then the policy iz ejected. A mejected policy indicates that
the stated security requirements cannot be met in the current environment. All interested
parties are notified of the failure, and the session s aborted.

Returning to the widget.com example described in the previous section, the network
administrator responsible for setting application policy at widgef.com acts as the paolicy

issuer. The administrator generates the following group policy for the tc application:
provisien : :: comfig(idhdir{)},

pick{ configl{idbdlr(conf=das)), config{idhdlr{comf=aas]) i
join 1 Credential (fcert,iss=$CA,subj.O=widget.com,subj.CN=$joiner) i: accept;

The idhdlr defined in the provision clause is the mechanism providing security guar-
antees over application content. The conf=des and conf=aes are configuration porameters
applied to the idhdlr mechanism stating how confidentiality is to be provided. The pick
configuration is used to state flexible policy: either DES [Nat8il) or AES [DRO%, DROD] can
be used to implement confidentiality, but not both ar neither. The join action’ clause states
that only entities supplying a certificate eredential with subject organization of widget. com
and issued by a (known and trusted) CA should be admitted to the group.

Local policies are used by each participant to describe local requirements on fufure

sessions. Alice defines her local policy as follows:

provisiom @ :: config{idhdlr{}), configlidhdlr{comf=aas}};
join : Credemtial {kcert,iss=%CA,sobj.(0=BleeWidgats,subj.CH=fjoinar) :: accepk;

1Tl join action in this mmmple is not a lsmene nserved word; the set of actions defioed inoeach palicy
should those understond by the provisioned mechanisms.
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Through this local policy, Alice states that any session must implement a confidentiality
policy using the idhdlr mechanism implementing AES. The join clause states the session
must enforce a policy that requires participants supply a certificate issued by a trusted CA
with a subject organization of Blue Widgets.

Alice acts as the initiator in sponsoring the tc session. She acquires the local policies
from the expected session participants. For this example, only the group policy and Alice’s
local policy are used. 'The instantiation resulting from evaluation and reconciliation is as

follows:
provisiom @ :: config{idhdler{}), configlidhdlr{comf=aas}};

join : Credantial(keart,iss=$Ck,subi.0=widgat.com),
Credantial (kcart,iss=$Ck, subi.O=BloeWidgats ,subj CH=$joinar} :: accept;

"The reconciliation of the tc group and Alice's local policies attempts to find a configura-
tion that ig congistent with both policies. In this case, the configuration config(idhdlr (conf=aea)]
ia selected. The use of two credential conditionals in the join clause represents a conjunc-
tion; credentials fulfilling the criteria for each condition must be supplied to gain access to
the group”.

The $CA descriptor in the above examples identifies an attribute defining the public key
of a known and trusted certificate authority. An atfribute describes a single or list-valued
variable. For example, the following attributes define a single-valued version number and
list-valued ACL:

warsion = £ 1.0 »;
JoinkCL = < {bob}, {john}, {georga} »;

The pecurrence of the symbol “$" in any clause signifies that the attribute should be
replaced with its value. The aftribufe set is the set of all attributes. An application can add
to the attribute set by passing name/value (list) pairs to the Ismene algorithms. Hence, the
attribute set can be used to supply environmental context not representable by Boolean-
valued conditionals. The attribute set serves the same function as the action environment
in KeyNote [BFIK99a].

Prior to their use in any session, group policies are analyzed to determine if they rep-
resent legal configurations. Legal configurations are stated through assertions. Assertions
represent invariant properties required by all instantiations. Logically, these statements

*Mote that this does oot imply a unique credential most be supplicd for each Crodential test. As well
may b the case in the example above, a singhe credential may satisfy several credential tests.



74

identify illegal and mandatory configurations. Assortions are created by mechanism de-
velopers and eecurity personnel, and provide a means by which provisioning correctness
principles are guaranteed over all sessions. For example, the assertion:
assart: config(keymgt(mem=leavesans)) :: confip(membarship(learve=explicit));

states that a key management mechanism configured with leave sengitivity [MPHYSY| requires
(s dependent on) the membership mechanism configured to provide explicit leaves. Thus,
for this assertion to hold, any instantiation defining the leave sensitive key management
must also define the membership mechanism with explicit leaves. Through analysis, Ismene
guarantees that no instantiation resulting from the reconciliation of the group policy with
any set of local policies will violate policy assertions.

Each potential participant acquires the policy instantiation prior to joining a group. The
participant determines the consistency of the instantiation with its local policy through a
compliance algorithm. A lafe jomer (Le., a member whose local policy was not considered
during the creation of the instantiation) is free to participate if the instantiation complies
with their local policy. Participants in the tc session check the compliance of the instanti-
ation received from Alice, and if successful, can participate in the session. Mote that any
participant whose local policy 15 used in the initial reconciliation phase iz trivially compliant.

The following sections describe the format and use of the two types of clauses in Ismene;

provisioning clauses and actions clauses.

4.3 Provisioning Clauses

Provisioning claxses are used to develop a policy instantiation from conditional statements.
Each provisioning clause identifies zoro or more conditionals used to define when the conse-
quences are applied to the instantiation. Configuralion, fag, and pick consequences define
how the instantiation is derived and defined.

Environment conditionals test the session environment. Each environment conditional
ia defined as & (possibly parameterized) predicate assessing a measurable aspect of the en-
vironment. However, the evaluation of environmental conditionals is outside the scope of
the Ismene language. The environment in which Ismene is used is required to provide an
interface for the evaluation of predicates. This approach separates the definition of relevant
conditionals from the process of policy evaluation. Similar to other authentication and ac-
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cosa control [RNOO], Ismene defers condition evaluation to domain specific implementations
(upcalls).

Configuration consequences define how the requirements of a session are realized through
configuration. Each such consequence identifies either 4 mechanism or mechanism confign-
ration to be added to the policy instantiation. For example, consider the following clauses
defining secrecy and integrity policies:

confidentiality © privatalrowpl) r: config(idbdir(}), comfigl(idhdir{guar=canf])
integrity : AmteScopa{fmcaddr) :: configlidhdir{)}. config{idhdlr(intgerfciidd, hashendb]];

The confidentiality clause states confidentiality should be provided when a group is
private (as indicated by the privateGroup predicate, but does not state how this is achieved
(i.e., assumes the specification of a cryptographic algorithm occurs elsewhere). The second
clause indicates that integrity is enforced through MDG-based HMACE [Rivi2a, KBCYT| if
the session multicast address is remotely scoped (e.g., multicast traffic will extend beyond
the local network). The application or infrastructure weing Ismene is required to provide
interfaces for evaluating the privatefroup and RmteScope conditionals.

Pick congequences afford the initiator Hexibility in developing the session. Semantically,
the pick statement indicates that exactly one configuration must be selected. Informa-
tion in the local policies guide reconciliation towards the most desirable configuration (see
Section 4.5.2).

Tag conseguences describe the organization of the group policy. The structure defined
by the organization of tags defines the dependencies botween sub-policies. Each tag con-
sequence requires the evaluation of other clauses, which may lead to the introduction of
further configurations and tags.

Consider the following policies appropriate for public and private sessions in a confer-

encing application:

provision @ private{faddr, fpt) @1 comfiglidbdlr()), configlidbhdir{guar=conf)},
strong key_mgmt, confidentiality;

provision : :: configlidhdlr(}),. configlidbdir(gmar=cont)).

woak_koy_mgmt, comfidemtiality;
strong key_mgmt @ 11 comfig(lkh_rekeying()). secmacy;
secrecy | ManagerPresamt{f§group) :: config{lkh rekeying{sens=mam});
secrecy @ :! configilkh rekeying{sans=leava});
waak_kay_mgmt : Aedio{), Video() :: configlkekiey(}), config{kekkey(rakeypericd=2d40}]};
waak_kay_mgmt : Video!l) :: configlkakkay()). configlkakkay(rekaypariod=120])1;
weak _kay_mgmt : :: configikekiey(}), configlikekkey(rakeypericd=fil};
confidentiality : sensitive(§sebject) 1 pilck{ config{idhdlr{encr=5Sdas}]}.

config{idhdlr{encr=desx}} };

confidentiality : :: configl{idhdlr{encr=das)};
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This policy states that private groupe should be configured with strong key management
and confidentiality, and non-private groups with weak key management and confidentiality.
Initially, the conditionals associated with the first provigion clause are evaluated. If the
gronp is private (as determined by the address), then the idhdlr mechanism is configured to
enforce confidentiality and the strong key mgmt and confidentiality tags are evaluated.
If this fails, the evaluation falls to the next clanse defining a policy for non-private groups by
applying the idhdlr configuration and evaluating the weak key mgmt and confidentiality
tags.

The evaluation of the strong key management requirement illustrates how a session
provisioning can be responsive to membership. The {unconditional) strong key manage-
ment clanse states that a LKH (key management) mechaniem should be used. However, in
applying the secrecy tag consequence, the instantiation will arrive at a backward or member-
ship rekeying policy, depending on & manager being expected to participate. Thus, groups
with managere are afforded greater protection from non-members through & membership-
sensitive policy that rekeys following any membership change.

The weak key mgmt clauses describe how the quality of service provided by key man-
agement can be determined by the types of data being transmitted (e.g, audio and video
groups rekey least frequently, followed by video only, followed by other groups). Thus,
through similar policies, configuration can be a reflection of the available resources or the
demands made on surrounding infrastructure.

Pick consequences are useful in environments where the issuer wishes to set standards
for operation, but does not wish to mandate an implementation. The first confidentiality
clause states that, for groups with sensitive subjects, the idhdlr mechaniem can (only)
be configured to use either the ADES [Nat80] or DESX [KRY96| algorithms to implement a
strong confidentiality policy. If the subject i not sensitive, then the group will implement
confidentiality by DES encryption.

To illustrate this process, the following configuration is the result of evaluation of a
public, but sensitive, Audio/Video session:

configl(idhdlir{)), config{idhdir{guar=cont}},
configikakkay{) ), config{kekiay{rekaypariod=240)})
pick{ configlidbdlr(encr=3das)), configlidhdlriencr=desz}] };

Local policies are evaluated exactly as the group policy. Described in Section 4.5.2, the
reconcilintion algorithm resolves each pick statement in the evaluated group policy based
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on evaluated local policies. Hence, the result of provisioning reconciliation is & completely
defined session configuration {consisting of only mechanism and mechanism configuration

CONSECUETLCNS ).

4.4 Action Clauses

The action clauses defined in an instantiation identify the authentication and access contral
policy enforeed by the group. Action clauses can contain configuration, credential, and
environmental conditionals (i.e., tag consequences are not allowed) and are restricted to
accept and reconfiy consequences. An accept consequence indicates that an action should
be allowed. The reconfig consequence represents the need for a re-evaluation of the group
and member provisioning policies.

Ismene represents a closed world in which denial is assumed. An action iz allowed only
if the evaluation of an associated action clause leads to an secept consequence. The tag
of an action clause identifies the action to be considered (e.g., join, send). The set of
protected actions are defined by the issuer, and assumed known a prior: by the security
mechanisms (see Chapter 6. Ismene is consulted for acceptance when any protected action
is undertaken.

Configuration conditionals test the presence of configurations in an instantiation. A
configuration conditional returns TRUE when the configuration is defined in the instanti-
ation. The semantics of a pick conditional is the or of the configurations; the conditional
returng T'RUE if any one of the configurations described in the pick are contained in the
instantiation.

Credential conditionals test the characteristics of authentication information associated
with & protected action. A credential is modeled in Ismene as a set of attributes. For
example, an X.5608 certificate [HFPS%| can be modeled as attributes for subj.0 (subject
organization), issuer.CN (issuer canonical name), ete. To illustrate, consider the following
action clause:

join 1 Credential(&cert,sgmer=Sca,subi.CN=3joiner) : accept

The first argument of a credential conditional (denoted with “&" symbol) represents
binding. The credential test binds the matching credentials (see below) to the (Scert)
attribute. This binding is scoped to the evaluation of a single clause. Conditionals are
evaluated left to right.



T8

The second and subsequent parameters of a credential conditional define a matching
of credential attributes with atéribute or constant values. The above example binds the
credentials that were issued by a trusted CA (sgner=%ca) and have the subject name of
the joining entity (subj.CN=§joiner) to the kcert attribute. The conditional returns true
if a matching credential can be found. The assertion of valid and appropriate credentials is
outgide the scope of Ismene. Honce, it i3 up to the enforcement architecture and application
to supply the set of validated credentiale associated with an action.

Consider the following sot of action clanses:

join : config{idhdir{encr=das)), In{fJoinkCL,%joinar},
Credantial {kcart ,sgnar=fca,subj.Cl=fjoinar) : accept;
join : Credential{kcert ,sgner=§ca,delegatejoin=trua},
Credantial {ktocert ,sgpar=kcert .pk,subj.(d=fjcinar) :: accept;
aject : sensitive{$subjact],
Cradential (bcart  sgner=fca, rolo=l, subj.Cl=Sajactor) ! accapt:
sand : Credential {kkey, key=fsassky), pick{ config{idhdir()},
configigdbhdnicd}} J} ! accept;

The first join describes an ACL-based policy for admitting members to the group. The
member is admitted to the group if she is identified in the JoinACL list attribute, she can
provide an appropriate credential, and the session ig encrypting traffic using DES.

Action clauses are evaluated like provisioning clavnses. The second join is consulted
only when the conditionals of first clause do not evaluate to TRIUE. The second join clanse
describes a delegation policy. The first crodential conditional binds kcert to the et of
credentials delegating join acceptance (in this case, the set of certificates from the CA
delegating join acceptance). The second conditional tests the presence of any credential
signed with a delegated public key. Ismene is restricted to explicit delegation chaing; each
link in the chain must be explicitly stated as a credential conditional.

The eject clanse describes basic role-based authentication and access control. This
clause states that the eject action will be allowed only if a credential stating the requester’s
right to assume the role X can be found. If the credential is found, the requester, acting in
role X, ig allowed to eject another member. A similar clause can be defined for each action
role X is authorized fo perform.

Credentials can be used to test knowledge of session specific keys. For example, the
gend action clause describes the conditions under which an application message should be
accepted. The clanse states that the right to send a message in sessions configured with the
idhdlr or gdhdnlr mechanism is predicated only on proof of the knowledge of the current
seasion key (matching $sesakey).



4.4.1 Heprovisioning the Group

The reconfig consequence provides a means by which the group may advise the environ-
ment of & need to re-evaluate the session configuration. This reconfig consequence indicates
to the group that some action representing a fundamental change in the group is about to
occur. The following example illustrates one such change.

Consider the following action clauses that define a group paolicy requiring re-provisioning

before membera belonging to the SpecialUsers group are admitted:
prajoin : In{$Spacialllsars, $joinar},
Credential (kcart ,sgner=fca, subj.Cl=fjoeiner) :: accept, reconfig;
join ¢ In{#8paciallsers, fjoinar), config{idhdlriencr=des})},
Cradential (kcert ,sgmar=%£ca,subj.CH=%joiner) :-: accapt;
provision ! SpaciallUsersPrasemt() :: config{idhdlr{sncr=ass)}]
provision 1 17 comfig(idhdlr{encr=das)];

To support re-provisioning, joining the group becomes a two phase process. Initially
the member will perform a prejein, after which the environment will be requested to re-
provision the sesgion. The provision tags specify that AES encryption should be configured
if SpacialUsers are present and DES otherwise. In this policy, the reconfig consequence
signals to the group that security requirements need to be re-assessed when a SpecialUser
member joins.

reconfig only causes notification; actual re-provisioning is outside the scope of Ismene.
Re-provigioning may or may not be successful. However, the non-trivial task of transitioning
a group to & new policy has yet to be fully investigated. The prejoin step was introduced to
handle the possibility that re-provisioning could fail or take substantial time. Only after the

seasion is successfully re-provisioned to use AES, a member belonging to the SpeciallUzers

18 admitted.

4.4.2 Integrating Ismene with External Authentication Frameworks

Ismene provides & simple model and language for stating group authentication and access
control. However, it is often the where more expressive power ig required. Moveover,
many environments will require enterprise-internal authentication services be used Across
applications. A central design goal of Ismene i to allow the delegation of authentication
and access control decisions to external services.

[smene desires to take advantage of widely deployed or more expressive authentica-
tion frameworks (e.g., Kerbeos [NT%94], PolicyMaker [BFL9G], KeyNote [BFIKS9L], GAA
API [RNOO], Akenti [TIM*99]). In this way, Ismene need not replace existing approaches,
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but augment them. The following action clause deseribes how KeyNote can be used within
an Ismene policy:
join: KayWota($joinar,$attrsat,$grppol,$crads) :: accept)
"This clause states that & member should be admitted to the group only if KeyMNote can
generate a proof of compliance stating authentication to join the group. The conditional
states that requestor ($joiner), action description ($attreet), policy to be enforced (Jgrppal),

and credentials {fcreds) be passed to KeyNote. This is precisely the set of information used
to evaluate & KeyMNote policy.

4.5 Policy Processing

The following subsections describe the use of the Ismene paolicy algorithms to flexibly enforce
group security policy. The construction and complexity of these algorithms are considered

in detail in Section 4.5.4.

4.5.1 Ewaluation

The Provisioning Evaluation algorithm (PEVL) is used to determine the provisioning that
is appropriate for the run-time environment. The evaluation algorithm recursively assessos
clauses defined over the set of tags, conditionals, and consequences. The aspecial provision
tag is the start symbol for reconciliation of provisioning. Obviously, group and local policies
are required to have at least one clause defined with the provision tag. The evaluation of
provisioning clauses ig described in detail in Section 4.3.

The group and local policies are evaluated prior to reconciliation to arrive at an evalu-
ated policy. 'The evaluated policy contains a set of mechanisms, mechanism configurations,
and pick statements. The following restrictions are placed on the Ismene policies. These
restrictions allow efficient policy reconciliation and compliance checking.

Restriction 1 - A mechanism can only be stated in at most one pick statement in

an evaluated policy.

Restriction 2 - A mechanism configuration can only be stated in at most one pick

statement in an evaluated policy.
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Mote that if the result of evaluation is unconstrained (i.e., does not conform to these re-
strictions), reconciliation of even a single policy becomes intractable’. The tangible result
of these restrictions is that the pick statements identifying a particular mechanism or con-
figuration are mutually exclusive (in terms of evaluation). These restrictions allow the

reconciliation of pick statements to be independent of others within the same policy.

The Authentication and Access Control Evaluation algorithm (AEVL) determines ac-
ceptance or denial of action request within the run-time environment by assessing the action
clauses defined in the instantiation. Hence, unlike provisioning clauses, the action clanses
are evaluated each time an action is undertaken. The clauses defined in an instantiation
are the result of the reconciliation process (see next section).

The AEVL algorithm evaluates clauses in the same manner as provisioning policy eval-
uation. However, because accept and reconfig are the only legal consequences, only singular
clauses associated with the particular action {e.g., join) are consulted. If all conditionals of a

clause associated with the action evaluate to true, then action is accepted, else it 5 mjected.

The evaluation of action clauses and credential conditionals is described in Section 4.4.

4.5.2 Reconciliation

The evaluated group policy is reconciled with the evaluated local policies of the expected
participants to arrive at a concrete configuration. Thus, reconciliation determines the re-
quirements that are relevant o a session, and ultimately how the session is implemented.
Reconciliation assumes that all policies have been previously evaluated. For this reason,
the “evaluated” policy qualifier is omitted from the following discussion.

[smene group policies are authoritative; all configurations and pick statements used to
define the instantiation must be explicitly stated in the group policy. Local policies are
consulted only where flexibility is expressly granted by the issuer through pick statements.
Hence, the group policy acts as a template for the sesgion. Local policies are used to further
refine the template towards a concrete instantiation.

The local policy of an expected participant guides the resolution of pick statements
to the most desirable configuration. To simplify, if a configuration in the pick is in the
evaluated local policy, it is selected. If the local policy provides no such guidance, the pick

*A tharough treatment of uoconstrained reconciliation s presented in Section 4.6.2
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i8 left unrosolved and the other local policies are consulted.

Conflicts may arise when consulting multiple local policies. For example, consider a
group paolicy pick statement defining configurations for 4 and B. A conflict occurs when
some local policies require A and others require B, The resolution of the pick statement
determines who can participate in the session.

One potential resolution algorithm, Largest Subset Reconciliation (LSR), attempts to
find & configuration compliant with the largest number of local paolicies. However, this
approach has the undesirable property that it may fail to allow the participation of required
members (for example, by excluding the video souree in & video conference). Moreover, as
shown in Section 4.6.2, LSR iz intractable.

A socond algorithm, Prioritized Policy Reconeiliation (PPR), establishes an ordering of
local paolicies. Higher prioritized policies representing more important members are consid-
ered first; lower priority policies are considered only when higher priority policies provide
no guidance. The restrictions defined in the previous section allow this algorithm to be
efficient. The current implementation of Ismene uses this solution. The following group
and local paolicies illustrate prioritized reconciliation (where the local policy {4 is ordered
before 1z):

T p&j‘lr.‘ﬂ conlig ChY s pick I:r_'m:[ig (B} . :n.nI.l.EI:C}I:I N ]:u'.l:l'.{ canl ig{D}l , config [E1]
local policy In config(h), config(B)
local policy Iz config(B), config(D)

Initially, the group palicy and [y are reconciled first. The instantiation is initially defined
with the configuration A (A4 is a mandatory configuration in the group policy). Next the
algorithm attempte to reconcile the pick for (B, ). econfig{#) would be selected from
the first pick statement becanse ! requires it. [} provides no guidance for the second pick
statement. {; is completely reconciled at this point, and other policies are considered. [ is
consulted and I selected from (D K), after which [3 and the group policy are reconeiled.
Thug, the instantiation containg 4, B, and D). MNote that the introduction of other local
policies or requirements may lead to an irreconcilable local policy. For example, if {; also
required config(E), the algorithm would arrive at the instantiation A, B.and E. In this
case, the requirement for I in Iy cannot be satisfied, and the member associated Iy would

not to participate in the group.

The anthentication and access control policy enforced throughout the session is the
result of the reconciliation of action clauses stated in the group and local policies. The
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reconcilintion algorithm is designated as the Authentication and Access Control Policy
Reconciliation Algorithm (AACR).

The set of clauses determining authentication and access control in an instantiation is
defined by the intersection of the group and local policies. For example, consider group
policy that defines the action clauses (& : o1 @ accepd:) and (fi: o2 == accept:). Further, a
local policy defines an action clause as (t;: ¢y @@ accept;), and another local policy defines the
action clause (&;: ¢y = accept;). Authentication reconciliation algorithm takes the logical
and of these policies; the action clause is for £ is logically defined as

f 2 {{ey Voee) Aeg Acy) o accept
Authentication reconciliation constructs an action clauses for each action #; defined in the
gronp and local policies. reconfig consequences listed in any of the policies are added to
the action clause in the instantiation. For convenience, an action clause 5 added for each
conjunction of the disjunctive normal form (DNF) of the conditional expression. In this
example, two clauses would be introdueed for #1 with the conditionals (o1 A ca A o) and
(o Aoy Aoy

4,5.3 Compliance

Not all participant local policies are required to (or can) be consulted during reconciliation.
Henee, & participant must be able to check the compliance of an instantiation with its local
policy prior to participating in & eession. Compliance is successful if all requirements stated
in the loecal policy are satisfied by the instantiation. There are two phases of compliance;
provisioning and authentication.

The Provisioning Compliance (PC) algorithm compares an evaluated local policy with
a received policy instantiation. Fach configuration and pick statement must be satisfied by
the instantiation. A configuration is satisfied if it is explicitly stated in the instantiation.
A pick statement is satisfied if exactly one configuration from the list is contained in the
instantiation. Thus, provisioning compliance is as simple as testing the satisfaction of the
evaluated local policy by the instantiation.

Participants may wish to place requirements on the kinds of authentication and access
control enforced by the group. Ismene defines authentication and access control compliance

A5
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The authentication and access control policy stated in the nstantiation must be

no more permissive than the local policy.

bore precisely, compliance determines if, for any action and set of conditions, an action
accepted by policy instantiation would also be accepted by the local policy. This emobodies
a conservative apprmoach to compliance, where any action that would be denied by the
local policy must be denied by the instantiation. Hence, compliant instantiations always
respect the limitations stated in the local policy. Gong and ()ian consider & more restrictive
definition of anthentication and access control compliance between a composition of two
policies in [GQY4]. Gong and Qian’s definition of secure inferoperabilify requires that both
the principle of security as well az autonomy be preserved in policy composition. The
principle of security 8 identical to the above compliance definition; the composition muost
be no more permissive than either policy. The principle of antonomy requires that any
action accepted by one policy must be accepted by the composition (s no less permissive).

The Authentication and Accesg Control Compliance algorithm {AAC) assesses whether
the instantiation logically implies the local policy. (Given an expression e, describing the
conditionals of action clauses in an instantiation, and a similar expression describing a
local policy ez, it is intellectually easy to check compliance between the policies by testing
whether the expression ) = ey is a tautology. To illustrate, consider the action clauses
defined in the following instantiation and local policies:

policy instantiafion X : (o Aee) V oy i@ aocept;

, X iy o accepd;
tacal policy A X ey oo accepd;
toced policy B X oo accept;

The policy instantiation is compliant with the local policy A because the policy is less

permigsive (eg., (o Aeg) Vea = o) Voeg). The group policy is not compliant with local
policy B because the group policy is more permissive (e.g, (o Aez) Ve & o A ca).
General purpose tautology testing is intractable [Coo71]. However, the lack of negative
conditionals in Ismene allows efficient compliance testing. These factors are cxplored in

depth in Section 4.6.3.
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4.5.4 Analysis

It is impaortant to restrict instantiations to legal configurations. Thus, Ismene must be able
to deseribe the acceptable usage and configuration of the security mechanisms. Asserfion
clouses are used to describe the legal and required relations between mechanismes and mech-
anigm configurations. Semantically, an assertion indicates that a configuration must or must
never be true in any instantiation. Assertions are independent clauses (Le, the clause does
not contain tag consequences). Positive (negative) assertions must (not) be satisfied by any
policy instantiation.

A number of systems have investigated techniques guaranteeing correct and efficient
construction of software from components [Hil98, LKvR*99]. These approaches typically
describe relations defining compatibility and dependence between components. A configu-
ration is deemed correct if it does not violate these relations. For example, Hiltunen [Hil8s]
defines the conflict, dependency, containment, and independence relations. The following
describes assertions representing these relations (where independence is assumed):

conflict (A is incompatible with B)  assert : :r ! config(d()},config(B()};

dependdency I:'..ﬁ. depends on H} assart @ configfd{i} :: config{B(});
Continment [A prowvides H} assart @ configld{i} 1: ! configl{B(});

An analysis algorithm attempts to assess whether a policy can or an instantiation does
violate the assertions. The Ounline Policy Analysis algorithm [(JNPA) assesses an instanti-
ation with respect to a set of assertions. This algorithm simply tests the configurations of
the instantiation against the relations described in the assertions. If no violation is found,
the instantiation can be used.

The Offline Policy Analysis algorithm (OFPA) algorithm attempts to determine if any
instantiation resulting from a group policy violates a set of assertions. In the worst case,
this requires the generation of all possible instantiations (there may an exponential number
of them). Offline policy analysis is performed by the issuer, and thus does not affect the
efficiency of session initialization or operation. Moreover, most reasonable configurations
exhibit a degree of independence; the introduction of a configuration is largely the result of
the reconciliation of & few clauses. Hence, the evaluation of an assertion can be reduced to
the analysis of cnly those clauses upon which the configurations stated in the assertions are
dependent. An algorithm for OFPA is presented in Section 4.6.4, but optimization of the
algarithm ie left to future work.

Agzsertions can be used by the issuer as sanity checks on future instantiations. For
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example, the issuer may wigh to assert a completeness property [JS597, BBOO] that any
instantiation resulting from reconciliation enforces confidentiality over the application data.
Thus, knowing in advance that the fsmene, generic, and ror data handler mechanisme
configured with confidentiality are the only available means by which this property can be

provided, the issuer states the following completeness assertion:

asgart 1 11 pick{ comfiglidhdlr (gmar=conf}), configi{gendhlr{guarscontf])l.
configixordhlr{guar=conf)) J;

The analysis algorithm rejects any policy failing to preserve this requirement.

4.6 Algorithm Analysis

This section considers the construction and complexity of the algorithms used to process
Ismene policies. The central result of this analysis is that all algorithms used over the
lifotime of a session are tractable. Henece, with respect to policy, Ismene instantiations
can be efficiently generated, distributed, and enforced. Table 4.1 summarizes the results of
this analysis. The remaining sections defines the Ismeme policy processes and algorithms.
Table 4.2 describes the notation used throughout the remainder of this chapter.

The analysis presented in the following section identifies complexity bounds on policy
evaluation. A key question to be answered i3 whether the wse of non polynomial bounded
algarithms makes policy management infeasible. Clearly, for trivial policies, such algorithms
will be reasonable (as is true trivial input to & large number of NP algorithms). However,
real world policies can contain bundreds of clanses and configurations (see Chapter ).
Hence, such input strongly suggests that the use of NP algorithms is not foeasible.

4.6.1 Ewaluation

The evaluation algorithm is used to determine which configurations {or actions) are appro-
priate for {accepted by} the run-time environment. The result of the provisioning evaluation
(ecalled an evaluated policy) is a conjunction of configuration and pick gtatements. This con-
junction is later used as input to the provisioning reconciliation algorithm. The result of
authentication and access control evaluation is the acceptance or denial of an action. The
clauses used to direct the authentication evaluation process are defined by the authenti-
cation and access control reconciliation algorithm. See Section 4.6.2 for further detaile of
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|  Type | Algorithm | Complexity
. Provigioning Evaluation (PEVL) P
Evaluation | — o entication, Access Control Evaluation [AEVL) linear’
Generalized Policy Reconciliation (GPR) NP
R Prioritized Policy Reconciliation (PPR) P
Reconciliation Largest Subset Reconciliation (LK) NP
Authentication/ Access Control Reconciliation (AACR) P*
Comuliance Provigioning Compliance (PC) P
Sains | Authentication and Access Control Compliance {AAC) P*
. - . ;
Analysis {'.Inl!nn P'u]JIn].r Analyafa (ONPA) P _
Offline Policy Analysis (OFPA) oM

Table 4.1: Policy Algorithm Complexity - asymptotic time complexity of the algorithme
used for policy processing. All algorithms denoted with (*) are used within the current

implementation.

reconciliation. The following describes efficient algorithms for provisioning and authentica-

tion and access contral evaluation.

Algorithm 4.1 (Provisioning Evaluation (PEVL)) Given: An unevaluated
palicy P. Find: A zef of configurafion and pick sfafements B C EP defined by the assess-
ment of conditional sfatements in P,

Provigioning evaluation recursively assesses policy clauses defined over the set of tags, con-
ditionals, and consequences. Evaluation begins by testing the conditionals associated with
the first prowvision clause in the group policy. If all conditionals evaluate to true {or no
conditionals are defined for that clause], the consequences are applied to the instantiation.
If not, then the next clause associated with the tag ie evaluated. If no clause evaluates to
true, then the policy cannot be successfully evaluated and the policy is rejected.

Applied configuration and pick statement consequences are added to the evaluated pol-
iy result. Tag consequences indicate the need for further evaluation. All applied tag
consequences are added to the ordered set of tags that must be evaluated. Clauses associ-
ated with these tags are recursively ovaluated as deseribed above. The evaluation algorithm
terminates when the set of tags to be evaluated is empty. 'T'he following states the algorithm
maore formally.

Note: in the description below, ) ie an ordered et tags C T, and ). firsf, is the first
element of . All conditionals ff’ are modeled as Boolean valued variables {where the
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Syvmbol Description
g a group policy, where |g| is the mumber of clanses € g
L the set of local policies considered during reconciliation, where |L| is the

number of local policies & L

ki a single local policy € L, where || is the number of clauses € [

Cyp the get of all clavses defined in & policy p. € 18 used where it is unambignous.
[C] is the number of clanses =

o a provisioning clause &

o the tag of o

e a set of conditions £ o, where -7:!’ is & single conditional £ o

F the set of all possible configurations {mechanism and configuration parame-
ters)

ef a eet of consoquences € oy, where E'F is & single consequence € o

e the set of all tags defined by a policy p. 7' is used where it is unambiguous
EP the set of all mechanism, configuration parameter, and pick statements de-
fined by a policy p. K is used where it is unambiguous
e the set of all mechanism, configuration parameter, and pick statements de-
fined by an evaluated policy p. e is used where it is unambiguous
E]: a single mechanism, configuration parameter, or pick statement defined by
an evaluated policy p. & is used where it is unambiguous
€4 a single configuration parameter for mechanism i, parameter j
I a policy instantiation
iy a single pick statements defined by the Instantiation I, {|i;] = 1)
ArF the set of all action clauses in policy p
Af' the set of all action clauses in policy p for action #
Af“j a single action clauses in policy p for action f; indexed by 7

5 a set of assertions

Ay a gingle assertion a; € §

#t the conditions of assertion a5 € §
af the consequences of assertion &, £ 8

Table 4.2: Notation - notation used throughout the algorithm analysis presented in Sec-
thon 4.6
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Boolean value is the value returned by its run-time result).
{) = “provision"
repeai
select o} = Q. first, minimum{i), o €
FP

if no such o exists reject
if v e od, ¥ = TRUE {

foreach e £ of {
if '...?I el
append E:_.i" o £
elae
R=R+
'

Q@ =0 —@Q.first
'
O =0- L]
unfil |} =10

Each policy represents a graph whose nodes are clauses and edges are tag consequences.
The removal of clauses during evaluation ensures that the evaluation graph is acyclic (by
removing possible cycleg). Logically, this prevents recursively defined requirements. This
ensures that no reconciliation of policy can lead to the introduction of & previously evaluated
clause. Note that no clause or condition is visited more than once. Hence, assuming
conditionals are evaluated in (1), evaluation is P-time computable in the number of clauses
(or actually linear in the number of clauses)*.

Algorithm 4.2 (Authentication and Access Control Evaluation (AEVL))
Given: A policy instantiafion J. Find: Accept if the evalustion of an action clouse in
I iz sotisfied by the run-fime environment (a8 represented by conditional statemend), and

deny otherurae.

Statements of authentication and access control are represented by action clawses. Each
clause defines a conjunction of conditionals which are evaluated to determine acceptance of
action. The conditionals of each clause associated with the request action are tested. If for
any clause, all conditions returns TRUE, then action is allowed. Hence, assuming conditionals
are evaluated in (1), AEVL is trivially linear time in the momber of action clauees in the

instantiation.

iEvalmation is actually bounded linearly with the oumber of clamses. This section & primarily concerned
with classification of algorithms as P or NP, Hence, the stated bound on algerithm is P
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Note that the evaluation of Credenfial conditions ie aleo linear time; a given sot of

credlentials is scanned for the appropriate attributes. If such a credential is found, the
condition returns TRUE, and FALSE otherwise.

4.6.2 Reconciliation

The process of reconciliation attempis to find a policy instantiation that is consistent with
the group policy and all local policies. Unrestricted reconciliation of {even) a single Ismene
policy is intractable in the most general case. T'he following illustrates this point by reducing
J5AT |CooTl| to Generalized Policy Reconciliation (GPR). Note that an alternate, albeit
significantly less illustrative, reduction from ONE-IN-THREE SAT [Sch7f] to GPR also
exigkE.

Reduction 4.1 (Generalized Policy Reconciliation (GPR))

The following definitions state specifics of 35AT and GPR.
Definition 4.1 (Generalized Policy Heconciliation (GPR))
Given: A group policy g. Question: Is there a selection of configurations from
picks statements that satisfies g7

Definition 4.2 (35AT)

Given: The set [F of variables and a collection 7 of clauses over [7 such that each

o€ O has |¢| = 3. Question: Ig there a truth assignment for {7 that satisfies C7
The following construction reduces 35AT to GPR in polynomial time. Create g by defining a
pick statement for for each r € [7 representing a variable or its negation {where & represents
the negation);

pick{con fig{xi), con fig(fi))
and for o £ O, = (xy V 22 V 1y), create the following pick statement
pick{Mygy, M5, M\gg, M3, My, My, Mig),

where M2z = con fig{z, 2, x3).
A non-determinigtic algorithm can simply guess the satisfying assignment of configura-
tion statements for g, and verify ite correciness in P-time. Thus, GREP is in NP. Assume

a polynomial time algorithm exists for GPR. The configuration returned by GPR g s a
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aatiafying truth assignment for U7, where each x; {or ;) representa the truth assignment for
zy. 'The reduction ie completed by returning T'RUE where such a configuration exists, and
FALSE othorwise. Thus, as 3SAT is a known NP complete problom, GPR is NI complete.
O

This result indicates the reconciliation of the most general form is intractable. The
language restrictions defined in Section 4.5.1 were introduced to address precieely this prob-
lem. These restrictions do oot allow the specification of the pick statements described in
the previous reduction. Hence, the restrictions lead to the following efficient reconciliation
algorithm.

Algorithm 4.3 (Prioritized Policy Reconciliation (PPR))  Given: An eval-
uated grouwp pelicy g ond an evaluated local pelicies L. Find: A sef of configurations
gnt1 © Ey (where n=|L|), L C L such that gne satisfies both g and all i € L.

The PPR algorithm attempte to reconcile each local policy with the group policy ac-
cording to priority. The highest priority local policies are reconciled first. If reconciliation
with the local policy is successful, the group policy is reduced modulo the reconciliation. If
not, the local policy is marked as irreconcilable. This process s repeated until an attompt
to roconcile all local policies has been completed. The following assumes that the local
policies have been placed in L in priority order (i.e., [y is the highest priority, followed by [y,
ete.). For ease of exposition, configuration statements are modeled below as single valued
pick statements.

Step 1b Set g, = .

Step 2 Heconcile local policy. for: = 1...|L|. If g is completely reconciled (all pick
statements contain a single configuration), then add {; to L cnly if the provisioning
defined by g is compliant {as determined by the PC algorithm, Section 4.6.8). Le.,

Die1 = W R i
if PC{gy, 1) = compliant then L= L4 [

If g; is not completely reconciled do stepa 3 through 7.

Step # Extract irrelevant statements from the group policy. Remove all pick
statements (containing solely) configurations € g, but not € [;, and place them
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in g;41- For example,

9 = e[z 3], e(zy), e{xy ), €Ty, x4) L m= e(xy, Ta), e(xy)
L = e[z, z7),e(z1, T3) P41 = e[z4), e(zTn, Ta)

Step 4: Collapse equivalent configuration sets. A set of equivalent configurations
is & set of two or more configurations contained within the same pick statement
in both g; and {;. For example, if e[z, xy, x3) € gy, and e{x,, 3, Ty, T4) in i, then
Ty,Ty I8 an equivalent configuration set. By restriction 1, any sets of equivalent
configurationg A and B, AN B = {. Thus, equivalent sets of configurations can
be treated as single values (because any configuration x; in a satisfying selection
for g; and [; can replaced with any other equivalent configuration r; any retain
satisfiability). For this reason, common sets are replaced with a new single {meta)
configuration.

Step & Reduce both gy and {; by the single valued pick statements; i.e., for each
|Pf'| = 1 and |le = 1 add the {single) configuration to g, and reduce the pick
statements containing the single value. All values of the reduced pick statement
must be removed from both policies (because the selection of a configuration
requires the others in the pick statement not be selected). For example, consider
the following expressions

@ = e(xy, Te),e{Ts)
Iy = e{zq, xy), e{xy, )

then e(zy) is added to gy and reduce g and |; modulo £y and zs. Hence, the
result is

@ = e[z}
I = ez, x4)

M =Ta
which can lead to further reduction. g and ; would reduce to (x4, 5,).
If, as in this example, this leads to a completely reconciled instantiation {all pick
statements are single valued), the algorithm adds {; to L and returns to step 2
{for the next [;). If any pick statement in g; or [; reduces to zero values, the local
policy i marked as irreconcilable and the algorithm aborts further reconciliation.

In this case [; is marked as irreconcilable, and g;,, is set to the original g; (as
defined prior o step ), and the algorithm returns to step 2.

Step & Remove all configurations not shared by both policies; delete any config-
uration in g but not lj or in lj but not g. No such configuration can be selected
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(becanse it would not be consistent with the other policy). Thus, it is safe to
remove all such configurations. For example, given the following paolicies

9 = e{Ey, Te), e{Ta, Ty )
b = elz1, x4), e{xa, T5)

x4, s and ze are not shared, so they are removed from each expression resulting
im;

m= E'{Ih Iz}h E{Ia}

ki = ez}, e{zs)

If, as it is in this example, it is the case that any expression is reduced to a single
configuration, the algorithm returns to step 5. If any pick statement reduces to
zero values, the local policy is marked as irreconcilable and the algorithm aborts
further reconciliation (of l;) as defined in step 5. If neither of these cases ocour,
then the algorithm continues to step 7.

Step Tt Belection of aatisfying configurations. At thig point, every configuration
in the g and l; occurs exactly twice (once in g and once in ). This follows from
restriction 1 and step . Construct an undirected graph R = (V. E) as follows:

1. (V) Create a vertex for each Ef' £ e and F.':" € " {below as labeled &;).
2. (E} For each configuration z, € g; or [;, create an edge {e;, €}, where g

and e; are the two expressgions in which o, occurs.

For example, the graph resulting from this construction over the ¢ and el
defined below would be;

. )
(E,) _fﬁ“@
-~
g = gy (xy, 20), ealEy, 24), 23T, T . T VR
- i ealaa sl slan zel EF
N = ey (F1, Fa), €alFa, Ts), e6(Za, Te) - L
X ,):}“(
& (&

Note that the edge cover EC {or perfect matching [GHRY95]), if it exists, is a
satisfying assignment of configurations for g; and {;. By definition, any edge
cover will have at least one end-point of a selected edge on each vertex. Thus,
each expression ¢ has at least one selected zy. This follows from the definition of
edge cover where the number of vertices is even {|g| = |li| = |gi +li| mod 2 = ().
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Step Description o)
1 This is & copy aof g, linear time. aq|
2 Thig sot is executed |L| times. If, at gome § the PC algorithm is | L.

triggered the cost is |{;] + |gy|, which in all cases is less than or
equal to cost of executing steps 3-7. Thus, for the purposes of
complexity analysis, we can assume this case never ocours.

3 The extraction of irrelevant statements requires the scanning of AER!
& |gg| times.

d Detection and equivalent requires, scanning of i, |g;| times. Re- AR
placement is linear time {|g;| + ||;[)-

b Reduction of single values require linear time for detection (| [g| + (|li + |g/)
or |g|), and linear time for reduction (|i;| + |g;|). However, each
reduction may lead to other singular values. This may ocour at
most O |I;| + |g|) times (one for each clause).

fi Dietection and equivalent requires scanning of I |g;| times [once e|ly| = | gy
per variable).

T Graph construction is linear in the number of clanses and vari- | B9 |*
ables {|i;| + |g;| + |E9|). EC is polynomial (n*) in the number of
edges (number of configurations in g, £9 )

H Executed in linear time by scanning g7, |92 )41

Table 4.3 Complexity of PPR - time complexity of each step in the Priortized Policy
Reconciliation algorithm.
Because no more than one edge z; € BC is incident to a vertex, no more than
one 3y is selocted for any . Thus, FC is a satisfying solution for g and I, Add
all #;’s in EC' to the configurations in g, ,. Now replace each selected equivalent
configuration sets with pick statements containing their original definition.

Step 8 Arbitrarily roconcile the pick statements in 91L) 41 by selecting their first value.

The result is the completely reconciled policy gng1 and reconciled local policies L.

The complexity of each step of the PPR algorithm is defined in table 4.3. Using the data
presented in the table, PPH executes in®
Ollgl + L]« (4« (0] # lgl) + lgl* + |1 E9) + |az ]} = Olal® + 1E9%)
Hence, PPR is polynomial in the number of clauses and configurations in g. O
An attractive reconciliation solution is to identify the largest subset of local policies that
can be satisfied by the group policy. However, finding the largest subset ig intractable. The

EAx g| forms an apger bounad for g, all occormences of gy are replaced with g in the comphexity mopression.,
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following subeection illustrates the intractable property of such an algorithm by reduction
from the known NP complete MAXZSAT problem [GIT9, GISTH]".

Reduction 4.2 (Largest Subset Reconciliation (LSR))

The following definitions state specifics of LSR and MAX28AT.
Definition 4.3 (Largest Subset Reconciliation (LSR))
Given: A group policy g and a eet of local policies to be considered by reconciliation
L. Question: What is the largest L C L such that g and all policies I; £ L are
satisfied?

Definition 4.4 (MAX25AT)

Given: The set 7 variables, collection O clauses over [7 such that each ¢ € ' has

|| = 2, and a positive integer K < [C|. Question: Is there a truth assignment for

[l that simultanecusly satisfies at least K of the clauses in 7
The following construction reduces MAX25AT to LSH. Assume [7 = {x, Ty, ..., 5, }. Con-
struction: For each oy € O, oy = (3 V 73), create three local policies as follows:

'il'!'_'l : pi"':kijl ]~F":EHI_‘£}1 P‘I.E'k{l'z: fz]': s :Piﬂkijﬂ:fﬂ,]
Lo, : pick(F) ), pick(zs), pick({za, Fa),. . . , pick(Ta, o)
leys t prok(x ), pick{ze), pick{za, F1), ..., pick(Tn, Fn)

Note that each policy describog mandatory configurations {pick statements containing only

one configuration). Negative variables are inverted. For example, the expression e1 = (aV'b)

generates the following local paolicies;

L. : pick(a), pick(B), ..
Lo ! pick[ﬁ],pir:ﬂcl[ﬁ],. ..
L.y : pick(a), pick(B), ..

Create the group by creating a pick statement for each variable in U7 as follows:
g =Y € I' = pick{v, %)
For example, if [7 = {a, b, c}, then
g = pick{a,a), pick(b, b), pick(c, &).
Mote by this construction, g can only satisfy 0 or 1 of the clauses associated with each .

Each local policy represente the {(mutually exclugive) ways in which each clause o can be
satisfied, and the reconciliation of g with L is gimply a truth assignment for 7.

Blt has been shown that there exists a polynomial time algodthm for this MAXISAT where K =
[ [ELS76].
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Assume a polynomial time algorithm existe for determining the largest satisfiable sub-
set of all considered local policies. Answering MAXZSAT simply becomes the process of
evaluating the policies resulting from the construction. If |L] > K, then MAX25AT returns
brue, and falze otherwise. Thus, because MAX25AT is & known NP complete problem, LSR
is NP complete. O

HReconciliation of authentication and access control is achieved by performing a logical
AND of the group and local policies {see Section 4.5.2). This is achieved through the
P-time AACH algorithm described below. The result of this algorithm is a set of action
clauses used by AEVL to enforce anthentication and access control. For reasons described
in Section 4.6.3, it is convenient for the resulting action clauses to be stated in disjunctive

normal form (DNF).

Algorithm 4.4 {Authentication and Access Control Reconciliation (AACR))
Given: A group policy g and and set of local policies L. Find: A set of action clauses A7
representing the logical and of g and L.

gtep 1: Ropeat steps 2 through 5 for each t; £ T'9.

gtep 2 Drop impossible actions. If .d_:': =] for gome |y € L, return to step 1
(zext ;).
gtep 5 Copstruct initial action clause expression. Create an expression e by
logically ORing the conditionals of each A'::J..k = A:’;- E.g.
e=Viti 42,

Mark each conjunction associated with a clause containing a reconfig conse-
quence.
step 4: Refine each clause with action clauses defined in each local policy. For
each local policy, repeatedly apply the conditions of each relevant action clause
to the conditionals conjuncts of e. Eg.,

Wiy € LV comjuncts ¢ € e, YAy , € A} ey =g Vig Ay )
Mark each conjunction associated with a clause containing a reconfig conse-

quence. Propagate such marks from previous rounds.

step §: Add an action clause to the instantiation for each conjunction of o € er).
Add a reconfig consequence to each clanse associated with & marked conjunction.
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Al = AT 4 &« & 2 aceept:

AT = ATyt : o o accept, recon fig: (where marked)
To illustrate, the following describes intermediate and final results of the reconciliation of
a group policy with two local policies for an action a; (where u, v, w, x, y. and z are

conditionals, and * denotes a reconfig mark):

Policy Intermediate Result
Group Policy

g !, accepd

ag @ w o accept; e={ufv)Vw

Local Paolicy 1
ay 1T,y o accept, recon fig;

ag @z accept e={ufvhzAy]* VinAvAz)ViwAsAy)TV (whz)
Local Paolicy 2

ag @ aceepd; € = (uAvATAY)"V (udvhz)V (urwAziy) VieAwsz)
Hesult dq W, v, I,y o accept, recon fig:

ap:ou, v, 2 acnepi;
ay o, E, Y o aocert, recon fig:
aoCow, oy E o aocept

MNote that most reasonable policies will exhibit significant overlap in the action clause
conditions. The example above describes an extreme case which is unlikely o ocoeur fre-
quently.

AACR ig a P-time algorithm. The internal loops will be executed once per distinet
combination of policy and action clauses. Because each clause is defined for exactly one
action, the worst case execution of AACH is,

O(E T 147 [+ 14k oo 47,
where AE’H and |AJ!;| is the number of action clauses defined by the group and local policy
for t;, respectively. Hence, AACR is polynomial in the number of action clauses in I and

L. O

4,6.3 Compliance

Compliance determines whether a recoived policy instantiation is consigtent with the loeal
policy. (One must check the compliance of both the provisioning and authentication and

access control policies.
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The provisioning policy compliance algorithm tests to see if the received instantiation
satisfies the cvaluated local policy. The definition of provisioning compliance states that
all configuration and pick statements in the evaluated local policy must be satisfied by the

instance. Hence, the algorithm simply testa satisfaction.

Algorithm 4.5 (Provisioning Compliance (PC)) Given: A policy instanti-
ation I and a local poliey | Find: Iz I consistent unth | evaluated within the run-fime

eniaronment F

step 1: Ewvaluate local policy. Ewaluate L {using PEVL) to arrive a pick statements
E.

step 2 Remove all compliant policies. Repeat 3 until |£| = 0.

step F: Remove individual compliant policies. Pick e € E. If |ee N 1| = 1,

remove 2 from E. Othorwise return non-compliand.
step 4: Retuwrn compliant.

The evaluation algorithm used in step 1 is in P. Step 3 is repeated a maximum of |E|,
times, each of which executes in O(|T|) (by scanning I). Step 4 executes in constant time.
In the worst case, the algorithm executes O{O(PEV L) + (| E| » ||}, and PC is polynomial
in the mumber of configuration values in £ and 1.

In general, determining compliance of authentication and access control policies has been
found to be intractable. Gong and Qian found that the closely related problem of determin-
ing interoperability between general purpose anthentication policies is NP complete [GOS4).
However, by disallowing negative conditions, Ismene can compute compliance in P-time.

As identified in Section 4.5.3, the process of determining the compliance of an instanti-
ation and a local policy can be reduced to a tautology test. However, the set of connectives
used to describe anthentication and access control represents a truth-functionally ineom-
plete fragment of Boolean logic. The set authentication clanses resulting from the PEVL
algarithm logically contain (A) and (V) operators, and inference (—) is required for testing
compliance. The lack of negation (—) makes the fragment incomplete. From this property
and [LewT7H], it can be inferred that a P-time algorithm exists for determining compliance.
The following describes one such algorithm.
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Algorithm 4.6 [Authentication and Access Control Compliance {AAC))
Given: A policy instantiation I and g local policy I Question: Is T noe more permissive

than I fie, T — LJ¥
For each t; e TT |
For each AJ!:,J = -'45. {
if |4, |=00r3 4] , € AL |4} ; € A]
return non — compliant '
t
'

return compliant

The AAC algorithm simply determines for each t; € T if some AE.J is not completely
contained within all clauses of A{I {or no AE.,} existe]. If this test fails, then there is a
set. of conditions under which an action would be allowed by I but not L (which is the

definition of non-compliance). AAC scans each ‘4{; once for every ""‘L.j= and AAC executes
in 0{|AT| « |A']). Hence, AAC is polynomial time in the number of action clauses in [ and

I

4.6.4 Analysis

Analysis tests a policy (or in the case of on-line analysis, a policy instantiation) against
a set of corroctness assertions. Each assertion is a conditional statement representing the
legal relations between configurations. (nline analysie is performed immediately following
the completion of reconciliation as a sanity check of the resulting instantiation. However,
this step i3 not necessary if offline analysis was performed by the policy issuer. A group
policy which was deemed consistent by offline analysis cannot be reconciled (with any set
of local policies) to an instantiation violating the assertions. The following considers the

complexity and construction of analysis algorithms.

Algorithm 4.7 (Online Policy Analysis (ONPA)) Given: A insiantiafion [

and a sef of aszertions 5F Find: Iz I consigtent uith the assertions 57

Ooline analysis tests whether a policy instantiation i compliant with the =et of asser-
tiong. 1 defines & truth assignment for F' (where each configuration ¢ € F is true if e € 1
and false otherwise]. Online analysis is the process of evaluating the truth of each expres-
sion 8; £ & over this truth assignment. As the ONPA algorithm is obvious and trivially in
P, further details are omitted.
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Offline analysis attempts to determine if any set of conditions and local policies can load
to an instantiation violating the assertions. Unlike authentication and access control clanses,
negated conditionals are allowed in assertions. NMegation ig required for the specification of
incompatibility, and thus essontial to defining relations between configurations. As offline
analygis secks a succinct disqualifer (counter-example)] for a functionally complete fragment
of Boolean logic, it is in coNP. The following reduction confirms this fact.

Reduction 4.3 (Ofline Policy Analysis (OFPA))
The following definitions state specifics of OFPA and VALIDITY.
Definition 4.6 (Offline Policy Analysis (OFPA))
Given: A group policy g and set of assertions 5. Question: Would any passible

reconciliation of ¢ violate an assertion in 57

Definition 4.6 (VALIDITY)
Given: An arbitrary Boolean expression e defined over the universe of variables [V,
Duestion: Is ¢ valid?
Clearly, A non-deterministic Turing machine can guess a violating set of conditions for
OFPA, so OFPA is in coNP. The following construction reduces VALIDITY to OFPA in

polynomial time. Create g by defining a prevision clause containing a tag consequence {11 )
for the first varable r; € IV, Coeate four clauses for each variable =; € [7 as follows;

proviamm @l Iy @ o, Ty o= fail:
Iixi, T oo fails

Irxg ol royum

o3 aly T um

iy o fasl 8o fail;

MNote that the last set of clauses for z; € U7 references a tag to the clanses for p. Convert
e into DDNF. For each conjuncts of € e, create the clause p 2oy 22 r:, where the conditionals
enumerate are the {possibly negated) variables of o, and r is a arbitrary configuration.
Complete g by appending the default clause containing a single f configuration clanse
(p:  fi), and a fail clanse (faid @ o ¢}, Complete the constroction for by creating a

single assertion (gaasert : ©f;).

To illustrate, an expression (a AbAc)V ([@ABAL) Y (2AdA€) would result in the following
g and 5;
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g = provision: ol Ie 1o fadl
Iy ta,a o fail; pra,boest
la ra oy p-a,bd:t
Iy rd ey /’7‘ p:Edet
ba : = fail prouf
Iy 0 bboo fasls fadd o d

8= asgert:u If:

Now consider the possible evaluations of g. Each positive or negative assignment of
variable ; € [ is defined as a unique condition. The evaluation of the clauses iy, has
two possible results; if the condition £, and T| are both true or neither ig, the evaluation
algarithm will immediately drop to the fail clause which defines a single condition ¢. In
this case, the assertion test will trivially be satisfied by this evaluation. If exactly one of
the conditions x; and T; iz TRUE, then the clauses associated with oo are consulted. This
process repeats until either the faid clanse or the first clause associated with p is reached.
If the p clause is reached, then the conditions represent a legal truth assignment for £
Maoreover, it is clear that no legal truth assignment for I7 arrives at fail.

Mow, consider the evaluation of the clauses of p. Because € is represented in DNF, any
truth assignment for [7 must satisfy at least one conjunct for e to be valid. The evaluation
of some p clause will arrive at configuration  if any conjunct is satisfied by the truth
asgignment for U7, and f otherwise. If ¢ is valid, the default clause for p will never be
reached {because no legal truth assignment will not satisfy at least one conjunct of €). The
assertion will never be violated by OFPA. Because any invalid expression will violate some
not satisfy all p clauses for some truth assignment, the assertion will violated by OFPA.
Because VALIDITY i a known to be in coNP, =0 5 OFPA. O

Even though offline analysis is intractable, it provides an essential service. The following
algarithm reduces the cost over a naive approach by identifying independence hetween
configurations and conditions. This allows analysis to be performed only over the set of
conditions relevant to an assertion.

Algorithm 4.8 (Ofline Policy Analysis (OFPA)) Given: A group policy g and

get of aesertions 5. Question: Would any possible reconciliation of g viclate an asserfion
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gtep 1@ Construct an expression for each configuration identified in an assertion de-
scribing the conditions under which may be reached. This is accomplished by travers-
ing g backward from any clavse in which the configuration is & consequence. For
example,

proviaion @ dy, dy b
proviaion @ iy

By, dy o fan - -

TR Y . Fir (dy Aody A (dy Ud,,].-*.d,i‘u' [E]Uﬁ}ﬂdﬁ,}
ty rdy o s far (dy Ade Ada Ada) W ([dy V d2) Ads)

ta o o

By @ g = fi

The resulting expression for each configuration d; € 5 is denoted as e

gtep 2 Construct assertion expressions.  For each assertion a; © 5, construct an

expression representing the relation described. For example, the assertions

aasert : con fig{d ), config{da) : leon fig{da), config(ds);
aasert : pick(config{d, ), config(ds)) : config{dy):

would result in the following expressions, respoctively;

(e A ef?) — ({e®) A et)
(e gda) —y oo

The resulting expression for each configuration & € § is denoted as ™

step ¥: Detect assertion violations. Analysis is the process of determining if each g%
is valid. Any truth assignment making " false ropresents a get of conditions under
which the assertion is violated. Hence, a general purpose validity tester is used for
analysis and violations reported.

Mote that the ¢4 expressions constructed by offline analysis can also be used to detect
potential violations of the language restriction 1 defined in Section 4.6.1. An expression
&h represents a disjunction of conditions leading to each distinct occurrence of d; € g.
The language restriction requires that each such occurrence be mutually exclusive. Henee,
violations of the language restriction can be detected by testing the satisfiability of the
logical and of the pair-wise disjunctions. A satisfying truth assignment of conditions would
represent an evaluated policy in which a configuration occurs twice, and hence be a violation
of the restriction.



CHAPTER 5
POLICY ENFORCEMENT IN ANTIGONE

Metwork security has historically suffered from poorly coordinated services. Developers
must often construct applications from diverse and largely disconnected security services.
Moreover, the introduction of additional application requirements {e.g., fanlt tolerance) re-
quires a re-assessment of the use of security. Subtle interactions between services introduwoed
by naive implementations can lead to undetected vulnerabilities.

Traditional monolithic security architectures seck to address all aspects of security in
a single, tightly integrated implementation [FEKTTY98]. Applications built on these archi-
tectures often defer all aspects of seourity to the architecture. The fAexibility with which
trust and threat models appropriate for an application or session are defined 15 frequently
limited. As a result, applications must pay a performance penalty (in implementing unnec-
essary security services) or accept undesirable vulnerabilities {where security requirements
are unaddressed).

Antigone extends previous work in component based security through a palicy enforee-
ment archifecture. Previous systems have sought to compose protocols or collections of
services from compile- or configuration-time specifications. However, the delivery, correct-
ness, and synchronization of specifications is outzide the scope of their definition, and few
systems have meaningfully addressed authentication and access control. Hence, while these
frameworks allow the efficient construction of services, little support for the management
of the run-time session context is provided. Antigone builds on these worke by providing
not only a service construction framework, but by regulating the construction and use of
the service using run-time distributed security policies.

This chapter details the design and operation of the Antigone policy enforcement archi-
tecture. Antigone is A middleware layer |Ber6] enforcing group security policy through the
initialization, configuration, and coordination of services needed to implement the group.
Group and service activities are directed by a policy instantiation provided by an external

113
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policy determination architecture. Each end system security gervice is implemented through
a mechanism conforming to uniform signal interfaces. As is the promise of component based
systems, different services (supporting potentially different policies) can be composed freely.

Antigone assumes that a policy determination architecture (e.g., Ismene) is available.
However, Antigone is not dependent on Ismene. Other group policy specifications (e.g.,
GSAKMP policy token [HCHH], DOCCM Cryptographic Context [BBDY 99, DEHY(0])
can be used to direct the Antigone services. However, the use of these policy specifica-
tions requires the creation of software compliant with the Antigone policy interfaces (see
Section 5.3).

The following sections address several primary objectives of this thesis identified in
Chapter 2: Flemble Policy Enforcement, Efficient Enforcement, and through the broad-
cast transport layer, Transport Agnostic communication. The following section presents
an overview of the Antigone policy enforcement approach and architecture. Section §.2
describes the operation of the group interface layer. Section 5.3 gives an overview of the
integration of a policy determination architecture through the policy engine interfaces. Sec-
tion 5.4 presents the mechanism layer, and details the design and operation of several exam-
ple mechanizms. Section 5.5 presents the broadcast fransport layer. Section 5.6 concludes

with a description of several architectural constructs used to optimize policy enforcement.

5.1 Policy Enforcement

Enforcement is the process whereby the semantics of & policy are realized in software. Policy
can be defined by separate, but related, aspects of policy represenfalion, system provisioning
and session authenticotion and access confrol. The following considers the goals of Antigone
with respect to these facets of policy.

A policy representation determines the form and semantics of policy. Each environment
may have different systems for determining and evaluating policy. Hence, ag no single
policy representation is likely to be applicable to all environments, enforcement should not
be dependent on any policy determination architecture.

Provisioning defines the services and configurations used to support communication.
Howoever, the static provisioning found in monolithic security architectures is not appropriate

for all environments, The requirements of an application may differ for each session. Hence,
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communication provisioning ehould be made in accordance with the run-time requirements
dictated by policy. The effort required to integrate security services addressing new security
requirements should be low.

Authentication and access control determines whom and in what capacity processes
may participate in a session. A singular model or service for anthentication access control
is unlikely to meet the requirements of all environments. Hence, Antigone should support
a variety of authentication and access control services. Mote that while the enforcement
of authentication and access control must be performed by Antigone, the interpretation of
policies {decision making) is deferred to the policy determination architecture.

The remainder of this section defines how these goals are addressed through a policy

enforcoment architecture.

5.1.1 Mechanisms

An Antigone mechanism defines some basic serviee required by the group. Each mechanism
is identificd by its fype and implementation. A type defines the kind of service mple-
mented. Antigone currently supports six mechanism types; authentication, membership
management, key management, data handling, failure detection and recovery, and debug-
ging. A mechanism implementation defines the specific service provided. For example,
there are currently three key management implementations; Key-Encrypting-Key, Implicit
Group Key Management, and Logical Key Hierarchy. These categories are not exhaustive;
new types (e.g., congestion control) or implementations (e.g., One-Way Function Tree Key
Management) can be integrated with Antigone easily. Associated with each mechanism is a
set. of configuration parameters {or just configurations). Configurations are used to further
specify the behavior of the mechanism. For example, a data handling mechanism providing
confidentiality may be configured to use triple-DES. Details of the current mechanisms are
detailed in Section 5.4.

The set of mechanisms and configurations used to implement the session {provisioning)
is explicitly defined by policy. The policy determination architocture is consulted at sossion
initialization {or following policy evolution) for a provisioning policy. This palicy is enforced
by the creation and configuration of the appropriate mechanisms.

Unlike traditional protocol objects in component protocol systems [SFSS3, HP94, BHSCOE],
mechanisms are not vertically layered {e.g., layered services of TUP/IP stacks). This does
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not imply that an implementation be defined by monolithic or course-grained component
protocol stacks. Each mechanizm implements an independent state machine, which itself
may be layered. For example, the Cactus-based membership service defined in [H5%98] can
be used as a membership mechanism within Antigone. In this case, the mechanism config-

uration determines the protocol graph constructed at run-time.

5.1.2 Signals

Internally, group operation is modeled in Antigone as signals. Each signal indicates that
some relevant state change has ocourred. Policy is enforced through the observation, gen-
eration, and processing of signals. Antigone defines event, timer expiration, and message
signals.

Events gignal an internal state change. An event ig defined by its type and data. For
example, send ovents are created in response to an application calling the sendMessage
APL This event signals that the application desires to broadcast data o the group. A
send event has the type EVT_SEND M8G and its data is the buffer containing the bytes to
be broadeast. A table of the basic events defined by Antigone is presented in Table 5.1.
MNote that mechaniams are free to define new events as needed. This is useful where sets of
cooperating mechanisms need to communicate implementation specific state changes.

A Hmer ezpiration indicates that a previously defined interval has expired. Timers
may be global or mechanism-gpecific; all mechanisms are notified at the expiration of a
global timer, and the creating mechanism is notified of the expiration of a mechanism
specific timer. Similar to events, & timer is defined by its type and data. For example, a
join request retry mechanism timer may signal that a request has timed out. The timer
data identifies context-specific information (& nonce) required to generate a join request.
Timers are registered with a global timer quene {ordered by expiration). Timers may be
unregistered (removed from the quens) or reset prior to expiration.

Messages are created upon reception of data from the underlying broadcast transport
service (Le., broadeast transport layer, see Section 5.6). Messages are specific to (must be
marshaled /processed by) a mechanism. Every message m is defined by (and is transmitted
with a beader including) the tuple {my, my, my, |, where my identifies a {one byte) mechanism
type, my identifies & {one byte) mechanism implementation, and a (two byte) my defining
the message type. For example, the header {KEY_MECH, KEK KEY MECH, AKE REKEY} header
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Event Meaning Data
EVT_AUTH RE( | Authentication request TLETLE
EVT AUTH.COM | Authentication complete join monce
EVT_AUTH FAL | Authentication failed TLOTLE
EVT_JOIN REQ | Join request Join monee
EVT_JOIN_COM | Join complete Mone
EVT_JOIN MEM | New user in group member identifier
EVT REJN MEM | Member attempting to rejoin | member identifier
EVT LEAV REQ | Request to leave TLOTE
EVT EJCT REQ | Request member ejection member identifier
EVT MEM_EJCT | A member has boen ejectod member identifier
EVT EICT .COM | Member ejection Boolean (TRUE = successful )
EVT MEM_LEAV | A Member has left the group | member identifier
EVT_LEFT GRP | Local left group TLoTLE
EVT NEW_CRUP | New group 1D accepted TLOTE
EVT_SEND M5G | Send message application data
EVT_SENT M5G | A mesaage has been broadeast | application data
EVT DAT RECV | Data message received received application data
EVT KDST DRP | Lost key distribution message | nene
EVT GROFP_LST | Group communication lost TLoTLE
EVT PRC_FAIL | Process failure member identifier
EVT_CRECOVER | Client recover request member identifier
EVT_POL_RCVD | Policy recoived policy
EVT NQRP POL | Mew Group Policy TLETLE
EVT FOL_EVGP | Policy Evolution policy
EVT_SHUTDOWN | Group Shutdown shutdown the interfaces to the group
EVT SHUT .COM | Group Shutdown Complete shutdown complete
EVT_INFOM3G | Informational Event information string
EVT_ERRORED | Signal Unrecoverable error error description string

Table 5.1: Basic Antigone Events - events signal a change of state in the group. Mechanisms
are free to define new events as needed.

identifies a key management, KEK implementation, rekey message. T'ype, implementation,
and message identifiers are used to partition the message identifier gpace. Header informa-
tion is later used to route the message to the appropriate implementation for unmarshaling
and processing (see below).

The interfaces used to create and deliver signals are presented in Figure 5.1, Each signal
type uses a process function to deliver the signal to the mechanism. Events are created and
quened via the post event interface. Timers are created and placed in the timer quene
via the register timer interface. Messages are sent to the group using the send message
interface.
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Figure 5.1: Mechanism Signal Interfaces - Policy is enforced through ereation and processing
of evends, Himers, and messages. To simplify, events are posted to and received via the event
bus. The expiration of timers registered to the timer queue is signaled to the mechanism

through the process timer interface. Messages are sent to the group via the send message
interface, and roceived through the process message interface.

5.1.3 Group Interface

The group interface arbitrates communication betwoen the application and mechanigms of
Antigone through a simple message oriented AP Actions such as join, send, receive, and
leave are provided through simple C++ object methods. These actions are translated into
events. Group state {e.g., recoived messages] are polled by the application through API
calls.

The group interface implements event and timer signal processing functions. The group
interface implementation does not directly send or receive messages. All communication
with other processes is performed indirectly through mechanisms. However, the group
interface acts as a de-multiplexer for received data. Messages received from the group
are forwarded to the appropriate mechanisme based on beader information. Mechanisms

subsequently unmarshal and process received messages.

5.1.4 The Event Bus

The event bus directs the delivery of events to mechanisms. Depicted in Figure 5.2, the
event bus defines the interface between the group interface and mechaniems. To simplify,
all communication between these layers and between mechanisms ig through the event bus.
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Figure 5.2: The Event Bus - the event bus manages the delivery of events betweon the group
interface and mechanisms of Antigone. Events are posted to the bug controller event quene.
Events are subsequently broadeast to all software connected to bus in FIFO order. MNote
that the event bus is implemented in software and is completely independent of network
broadeast service supported by the broadeast transport layer.

During initialization (see Section 5.3), the set of mechanisms defined by an instantiation
are created and logically connected to the event bus. Mechanisms are removed from the
bus when the group is destroyed or reprovisioned during policy evalution.

The bus controller is & software service that implements ordered delivery of events.
The group interface and mechanisme post events to the bus controller. Posted events are
subsequently delivered in FIFO order. Critical events {e.g.. group errored) are placed at
the head of the quene through a priority post.

Logically, the event bus is & broadcast service. All posted events are delivered to every
mechanism and the group interface. Each mechanism processes events received on the bus
in accordance with its purpose and configuration. After that, the mechanism signals the
bus controller that the event has been processed. Unprocessed events are logged.

Event delivery 18 modeled as being simultaneous. The event bus guarantees that a)
events are delivered in FIFQ order and, b} an event will be delivered to all mechanisms and
the group interface before any other event (including a priority event) is processed. These
guarantecs are preserved by mechanism acknowledgement of event processing completion.
The event bus provides no guarantees on the ordering of mechanisms to which the event is

delivered. This places additional requirements on event processing.
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For example, consider a data handling serviee that transmits a message in response
to a send event, and a group congestion control service [MJIVY6] that wishes to place an
upper bound on transmissions per quanta. A paive implementation of a data handler
would simply transmit data upon reception of a send event, and the congestion control
mechanism would queue messages when the local member’s fair share (of bandwidth) is
exceeded. The naive implementation would thus (incorrectly) both transmit and gueve the
data. Several solutione to this problem exist. First, congestion control and data handling
may be integrated into the same mechanism (which in many cases may not be possible or
convenient ). Second, one could require that all policies configuring congestion control must
also configure the data handler to be cognizant of congestion control (e.g., through policy
asgertions). In this case, the data handler would ignore sent events, and only transmit in
response to A congest _send event posted by the congestion control mechanism.

In general, dependencies between events are few [MPH99]. Hence, the response of a
mechanism to a particolar event s largely independent of other mechanisms. However,
careful analysis of the effect of an event on all possible mechanisms is necessary. The
composition mechanisms should be restricted {e.g., through assertions in Ismene) to only
allow compatible mechanisms and configurations.

5.1.5 Attribiite Sets

State ig shared by the components of Antigone through the group aftribufe set. Similar to
the KeyMote action environment |[BFIKY99b], the attribute set maintains a table of typed
attributes. Attributes are defined through a {name, type, value} tuple. Mechanisms and
the group interface are free to add, modify, or remove attributes from the table. Attributes
are defined over basic data types (e.g., strings, integers, Boolean), identities (e.g., unique
identifier), and credentiale (e.g., keys, certificates). The group attribute set defines the
current context of the group. For example, groups using a symmetric session key maintain
the current session key through the SessionKey attribute. Mechanisms access the key by
acquiring it from the group attribute set.

Authentication and access control decisions are deferred to the Policy Engine (See Sec-
tion 5.). However, mechanisms must supply information describing the context under
which & particular action ig attempted. The mechanism testing an action constructs an
action set {which s frequently a subset of the group attribute set) from relevant informa-
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| Action | Meaning
group_auth | member authentication of group
member_suth | group authentication of member
acquine a potential participant policy acguisition
join a member access to the group
view_dist accept a view distribution
eject request the ejection of another member
leane accept & leave request
leave_resp | accept a leave response
key_dist accept a key distribution
rekay accept & group rekey
send sond data to the group
content_auth | source authenticate data
group_men | accept & group monitor information
member_mon | accept member monitor information
accept_policy | accept a policy instantiation
reconfig initiate policy evalution
shufdoum accept & shutdown message

Table 5.2: Basic Antigone Actions - actions under which Antigone authentication and access
control policy is defined. New actions may be introduced by mechanisms and applications
as needed.

tion. The context primarily consists of the crodentials used to prove identity and rights.
All cryptographic material {e.g., keys, certificates) are modeled as credentials. Mechanisms
provide the set of credentiale and attributes associated with the action being performed
through the action set. For example, a certificate provided by a joining member may be
used as a credential to gain access to the group. The mechanism must decide, based on
information provided, on the appropriate set of attributes to provide to the policy engine.
For example, acceptance of an incoming packet encrypted under a current session key im-
plies knowledge of the sesgion key. Hence, the session key can be used as credential when
assessing acceptance. The action being attempted is defined through the action attribute.

A table of basic actions used in the current implementation are presented in Table 5.2,

5.1.6 Policy Enforcement Illustrated

This section briefly illustrates how the group interface, policy engine, event controller,
and mechanisms work in concert to enforce policy. The following example demonstrates

the enforcement of data security, failure detection, and authontication and access contral
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Figure b.3: Policy Enforcement Illustrated - an application sendMeasage API call is trans-
lated into a send event delivered to all mechanisme (a). This triggers the evaluation of an

authentication and access control policy via upcall {b), and ultimately to the broadcasting
of the application data (¢). The send triggers further event generation and processing (d).

Note that the policy engine does not listen to or create events.

policies associated with the sending of an application message. The policy under which

this example is defined requires application content confidentiality. Purthermore, the policy

requires failure detection to be supported through a timed heartheat detection mechanism

(spe Section 5.4.5). Figore 5.3 and the following text illustrate how this policy is enforeed
(where the letters o, b, ¢ and d correspond to the labeled figures):

a) The application attempts to broadcast data to the group via the sendMessage AT

call. The call is translated into an EVT_SEND MSE event (SE) by the group interface,
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which is posted to the event controller. The application data {Dat) is encapsulated
by the send event.

b) The event controller delivers the send event to all mechanisms. The data handler tests
the send action in response to the delivery of this event by an upeall to the policy
engine. Credentials supplied by the local user are passed to the policy engine. For
this example, the policy engine accepts the send action.

¢) The data handler mechanism encrypts the application data using a session key ob-
tained from the attribute set. A confidentialify only message is constructed by placing
the appropriate headers and encrypted data into a buffer (Buf). The buffer is then
broadeast to the group via the transport layer. An EVT _SENT MS3G (57") event contain-

ing the sent buffer is posted to the event queue following the transmission.

d) The sent event is posted to all mechanisms. The failure detection mechanism, using
the send as an implicit heartheat message, resets an internal heartheat transmission

timer.

Other policies may dictate very different behavior. For example, the kinds of data
transforms and the reaction of mechanisms to sent data may be very different. This is the
promise of policy driven behavior; an application can specify procisely the desired behavior

through the definition of group provisioning and authentication and access control.

5.1.7 Architecture

Described in Fig. 5.4, the Antigone architocture consiste of four components; the group
interface layer, the mechanism layer, the policy engine, and the broadcast transport layer.
As described in Section 5.1.3, the group interface layer arbitrates communication between
the application and mechanism layer.

The mechanism layer provides a set of mechanisms wsed to implement security policies.
The mechanisms and configuration to be used in a sesgion are defined by the policy instance.
While the Antigone implementation currently provides a suite of mechanisms appropriate for
many environments, new mechanisms can be developed and easily integrated with Antigone.
Note that mechanismg need not anly provide security services; other relevant functions (e.g.,
auditing, failure detection and recovery, replication) can be implemented. For example,
Antigone implements a novel crash failure detection mechanism [MPUO].
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Figure 5.4: Antigone consigts of four components; the gronp interface layer, the mecha-
nism layer, the policy engine, and the broadcast transport layer. The group interface layer
arbitrates communication between the application and lower layers of Antigone through a
simple message oriented APL The mechanism layer provides a set of software services used
to implement secure groups. The policy engine directs the configuration and operation
of mechanisms through the evaluation of group and local policies. The broadcast trans-

port layer provides a single group communication abstraction supporting varying network
environments.

The policy engine directs the configuration and operation of mechanisms through the
evaluation of policies (i.e., reconciliation and compliance checking). Initially, as directed
by the policy instance, the policy engine provisions the mechanism layer by initializing and
configuring the appropriate software mechanisms. The policy engine subsequently governs
protected actions through the evaluation of authentication and access control policy.

The broadeast transport layer defines a single abstraction for unreliable group communi-
cation. Due to a mumber of economic and technological issues, multicast is not yet globally

available. Thus, where needed, Antigone emulates a multicast channel using the available

network resources in the transport Layer.

5.1.8  Alternative Architectures

While many aspects of the Antigone architecture are present in provious works, the unique
requirementa of policy enforcement made the direct use of existing component frameworks
inappropriate. Centrally, the need to compose re-configurable, tightly coupled, and fine-

grained protocol components dictated the development of infrastrocture not present in



extant systoms.

A number of recent works have investigated the construction of flexible and efficient
distributed systems from components [HP94, SFS893, Q055%4, BHSCY8). Components
conforming to uniform interfaces are composed in different ways to address application
requirements. Hence, new requirements can be quickly addressed by altering the compo-
gition of underlying components. This approach has been successfully extended to secu-
rity [MQRGHT, NKO8, HISU, Wrall)|, where sorvices and protocols addressing a specific
set of security requirements are built from components. These works significantly constrain
system organization: largely motivated by protocol stack designs, components are organized
into vertical or hierarchical message processing pipelines. Hence, these frameworks are suit-
able for the creation of tightly coupled protocol state machines. Antigone, in contrast,
composes loosely coupled sorvices. Each Antigone service transmits messages, processos
timers, and monitors state independently of other services. Hence, the traditional model of
layered gervices (e.g., TCP/IP) is inconsistent with the needs of Antigone. Moreover, the
interfaces over which state is communicated in traditional protocol component systems are
typically restricted to connection management and data handling information. Note that
while these architectures are not well suited to Antigone, they may be useful in creating
fexible implementations of individual mechanisms within Antigone.

Typically used in the construction of complex distributed systems in heterogeneous
environments, configuration programming frameworks specify component interfaces through
a language-agnostic module interconnection language (MIL) [Kra#), Purfd]. Distributed
gyatoms are constructed by developers from component interconnection specifications. The
framework translates and routes all communication between the components defined by
the developer. As these systemes are designed to support communication between largely
autonomons and distributed components, shared state is explicitly forbidden. In contrast,
the mechaniams of Antigone are required to share a significant amount of state (e.g., keys,
timers, attributes, ete.). Hence, the loose coupling and translation overheads make these
frameworks inappropriate for end-host policy enforcement.

Software buses have traditionally been used to construct distributed object architec-
tures [HWCUG, 5ch6, SealT, Vintd, Waltd, OKPO)|. Components in these frameworks are
typically used to define interfaces to database, compute, or user-interface services, Com-
munication between components is handled via standardized marshaling interfaces. Henee,
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tool-kits of diverse components can be used to flexibly construct distributed systeme. Com-
ponents in these systems represent course-grained and possibly distributed services. Hence,
the overheads associated with inter-component communication (i.e., marshaling and inter-

process communication) are in conflict with the needs of high-performance protocol stacks.

5.2 Group Interface

The group interface acts as a conduit for communication between the application and the
Antigone mechanisms, and performs the high level direction of the policy management.
These duties include the translation of application requests into events, the coordination of
mechanism initialization and operation, and the gquening of incoming and outgoing data.

Az detailed in Section 5.3, the group interface consults the local policy for an initial
configuration {prior to receiving the policy instantiation). This policy (minimally) defines a
service used to initiate communication with the group and acquire the instantiation. Once
the group interface and mechanisms are initialized, the application is required to call the
blocking Comnect APIL This call is translated into an EVT_AUTH REQ event posted to the
event controller. The various mechanisme will perform authentication in response to this
event (see authentication mechanism Section 5.4.1). The completion of the authentication
process is signaled through the EVT_AUTH FAL (authentication failed) or EVT_AUTH_COM (au-
thentication successful] event. If authentication fails, an error is reported to the application.
If anthentication is successful, an EVT POL_RCVD event identifying the instantiation is posted
by the anthentication mechanism. The group interface passes the opague policy structure
associated with the event to the policy engine. The policy engine deactivates the initial
configuration and configures the mechanisms layer as dictated by the instantiation. Omnce
the policy engine completes this task, an EVT_NGRP_POL initialization event is posted, and
the Connect call returns.

The group interface provides a simple message oriented APL However, an application
desiring to view the current membership, obtain the current group state, or access policy
is free to use advanced interfaces. Each relevant API call is translated inbo an event by the
gronp interface. For example, an EVT_SEND M3G event is created in response to an application
sendMessage AP call. The event is posted to the event controller and ultimately delivered
to the mechanisms via the event bus.
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Similarly, relevant events delivered to the group interface over the event bus are signaled
to the application. The means by which this signaling is achieved is event-specific. Upon
reception of an EVT_DAT RECV event, the group interface places the message buffer associated
with the event on the receive gueue. The application can determine the state of the receive
quenue through the messagePending APL Messages are extracted from the receive queue via
the readMessage APL Typically, an application polls the receive quene, acquiring meseage
buffers as they become available!.

EVT_ERRORED events gignal to the group interface that an unrecoverable error has oc-
curred. An EVT SHUTDOWN event is poated following the observation of an error event. The
group interface waits for an EVT _SHUT _COM event. This latter event indicates that the local
mechanisms have cleaned up their internal state and the group interface may be destroyed.

An application exits the group via the blocking Quit APT call. The Quit call posts an
EVT_LEAV REQ handled by the appropriate mechanisms. The EVT_LEFT_GRP event is used
to signal the completion of the member leave. Antigone is then deactivated through the

shutdown events as deseribed above,

5.3 The Policy Engine

Depicted in Figure 6.4, the policy engine acts as the central enforcement agent in Antigone.
All interpretation of policy oceurs within the policy engine. This has the advantage of
allowing the integration of other policy approaches. For example, a group desiring to
enforce the policy defined by a GSAKMP policy token [HCH® 0] would simply replace the
current Ismene policy engine with a GSAKMP policy engine. As is true for Ismene policy
instantiations, the token would be distributed by the authentication mechanisme as opagque
data. Subsequent enforcement of the policy is relegated to the replacement policy engine.
There are three central tasks of a policy engine; initialization, authentication and access
control policy evaluation, and group evolution. The policy engine directs the initialization
and configuration of mechanisms upon reconciliation or reception of the policy instantia-
tion. The initiator interprets the provisioning policy by creating & mechanism ohject for
each mechanism defined in the policy instantiation. Mechanisms are configured using the

"he group inberface provides timed o indefinitely Wocking receive methods, and select and file de
seriptor sek utility methads. Henoe, Antigome can be quickly integrated with existing applications using
standard oedwork programming technigues.
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configuration statements in the instantiation immediately following their creation.

MNon-initiator participants are faced with a dilemma prior to contacting the group; they
do not possess the instantiation with which they can initialize Antigone. This is solved
by using an instantiation resulting from the self-reconciliation of the local policy (which
in Ismene, for any correctly constructed policy, is guaranteed to terminate successfully®).
However, several requirements are placed on this local policy. First the local policy must
specify an authentication mechanism used to contact the group and acquire the instantiation.
Secondly, an access control policy stating from whom an ingtantiation can be accepted must
be defined. The instantiation defined by the local policy is wsed to initialize the set of services
used to contact the group. Once the instantiation is received, the member determines its
compliance with the local policy. If compliant, the mechanisms and configuration defined
by the local policy are discarded, and Antigone is re-initialized uwsing the configurations
defined in the instantiation.

The enforcement of authentication and access control is performed by the policy engine
throughout the session. Each mechanism is cognizant of the actions to be protected by pol-
iy {ie., hard-coded in implementation). For example, a membership mechanism consults
the policy engine when a participant attempts to join the group. The policy stating the
requirementa to gain access to the group (Le., the conditions and credentials] are stated in
the join authentication and access control clauses. The Ismene policy engine performs the
Authentication and Access Control Evaluation algorithm (AEVL) defined in Section 4.6.1
to arrive at an acceptance decision. Note that how a participant joins the group is largely
independent of evaluation. Policy engines implementing other languages behave in essen-
tially the same way, with the exception of the evaluation of conditions and authentication
statements. Antigone supports a range of basic actions protected by policy through the cur-
rent mechanism implementations. However, mechanisme are free to define new protected
actions. All policies must acknowledge the existence of the action through the definition of
authentication and access control clauses.

Policy evolution oocurs when a reconfig consequence (or similar construct in other
policy languages) ie enacted by the policy engine. reconfig signals to the group some
aspect of the group has fundamentally changed, and that this change requires the group

*Mot all palicy languages implement local policies. In this case, some other means of communicating an
imitial confignration must be found. For example, a simple configuration file can be nsed to stabte a local

ilicy.
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re-assess ite provisioning and authentication and access control (policy evolution). The
group disbands in response to the observation of the reconfig event. At this point, the
initiator performs reconciliation (potentially under a new set of local paolicies), and the
group i8 initialized as before. NMote that initiation of the this process is in itself a protected
action. Left unprotected, a malicious member of the group may mount a denial of service

by continually signaling reconfiguration.

5.4 Mechanisms

Policy in Antigone is enforced through the software modules called mechanisms. Each
Antigone mechanism consists of a eet of behaviors and associated protocols designed to
perform some service within the session. The current mechanisms layer defines six types of
mechanisms; authentication, membership, key management, data handling, failure detection
and recovery, and debugging,

The mechanisms layer coordinates the construction of mechanisms. Mechanizms are
created from A repository of implementations by the mechanism factory as directed by the
policy engine. The factory maps unique mechaniem identifiers onto an implementation.
Once created, the mechanism is configured and attached to the event bus.

This section deseribes mechanisms for a centralized group. Centralized groupe contain
a distinct member performing policy distribution and authentication (known throughout as
the authentication service), membership management {admittance entity), key distribution
(group key controller), and failure detection (failure monitor). For simplicity, the following
assumes the initiator is the central entity for all these functions. However, new mechanisms
and policies may be introduced to distribute the various centralized functions to one or more
members of the group. In the extreme case, such as in parficipatory key management, all
members collaborate to provide a function. The following text describes the requirements,
interfaces, and operation of Antigone mechanisms.

5.4.1 Authentication Mechanisms

Authentication mechanisms provide facilities for potential group members (requestors) to
initiate communication with the group. All authentication mechanisms implement proto-

cols performing mutual authentication and acquiring the policy instantiation. This typically
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Figure 5.5: Authentication Mechaniem - The authentication mechanism ig initialized by
the policy engine (a), after which authentication request event is received. The mechanism
responds by locating the authentication service and establishing a secure channel (b,c.d).
After authenticating the group (e), the channel is used to exchange policy and session state
(£). The authentication process is completed by posting a policy received and authentication
complete event {g.h) to the event controller.

requires an authentication and key exchange protocol between the member and an authen-
tication service. The authentication mechanism implements both the requester (joining
member) and sarvice {initiabor processing authentication requests) sides of the authentica-
thom.

As with any mechanism, the authentication mechanism is created by the policy engine
when the application is initialized. The local policy is evaluated to arrive at a set of mech-
anisms and their configurations. The mechanisms are created by calling the appropriate
mechanism constructor functions which are passed the configuration parameters. The newly
initialized mechanisms then wait for events.

The requestor initiates an anthentication protocol after receiving an EVT_AUTH REQ event
(emitted after completion of the mechaniam initialization) . How the mechanism prococds
ia dependent on its implementation, its configuration, and statements of authentication
and access control. Typically, the requestor will initiate an exchange with the authenti-
cation service. For example, the Leighton-Micali key exchange [LM894] protocol was used
in an early version of Antigone [MPH99]. Alternately, mutual authentication can be es-
tablished via some external anthentication sorviee, (e.g., Kerberos [N'TU]). Antigone cur-
rently implements three anthentication mechanisms; a mull anthentication mechanizm, an

OpenSSL [Grol)] based mechanism, and a Kerberos mechanism. The following text and
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Figure 5.5 describe the operation of the OpenSSL based authentication mechanism. How-
ever, independent of an implementation, the operation of each of these mechanisms is largely
similar.

The mochanism is created and initialized as directed by the evaluated local policy (a).
Upon reception of the EVT_AUTH.REQ event, the OpenSSL mechanism initiates communi-
cation by establishing a mutoally authenticated secure channel. The means by which the
authentication serviee is identified is external to Antigone (it is currently implemented by
the broadcasting of a locator message to the group). The authentication service responds
with an address and port to which the requestor may connect (b). Howoever, other im-
plementations are free to use other mechanisme (anycast, expanding ring searches, session
announcements, ete.).

The certificate used to prove authenticity of the local entity is explicitly stated in the
local policy through a configuration parameter. The associated certificate file is read from
the local disk and passed to OpenSSL (¢). The S5L implementation performs the handshake
protocol [Grodl], which receives an authenticated public key certificate for the service {d).
The certificate is translated into an Antigone credential, and provided to the policy engine
for evaluation of the group outh action (o). A positive result signals that the local policy
states the certificate is sufficient to prove the authenticity of the anthentication service. The
authentication request is aborted on a negative result.

If the service authentication is successful, the authentication mechanism obtains the
policy instantiation, a join nonce, and & group public key?, and to establish a pair-key. This
ia accomplished through a single request-response exchange over the OpenSSL connection.
The local member creates and transmits a pair key (for a configured algorithm), and
the server responds with the nonee, group public key, and policy instantiation (f). The
S5L connection is closed, and the local entity places nonce and group public key in the
(mechanism) group attribute set. An EVT_POL_RCVD event containing the instantiation is
posted to the event controller. The mechanism signals the completion of the authentication
process by posting an EVT_AUTH_COM (h) event.

The authentication service performs the server side of the exchange. The member_auth

action ig evaluated upon completion of the OpenSSL connection establishment. A positive

The group public/private key pair is generated by the mitiator during initialization of some centralized
gromps. The private key is later used to guarantes the (source) authenticity of brosdeast data (eg, relooy
messages, failure detection messages).
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evaluation signals that the client side certificate is sufficient to prove rights to access the
instantiation, and the exchange is completed as described. The pair key is placed in the
authentication service’s attribute set.

MNote that a number of error conditions can occur during the authentication process. A
retry timer is registered when the authentication mechanism beging initialization (the length
of which ig defined through a configuration parameter). Any exchange not completing prior
to expiration is retried and a retry count incremented. If the {configurable) maximum retry
count ig reached, a fatal error is generated and the authentication is aborted. Similarly, any
denial of a growp_auth or member_auth action fatally errors the anthentication atbempt.

5.4.2 Membership Mechanisms

bMembership mechanisms provide facilities for a previously authenticated member to join
and leave the group, to request the ejection of other group membera, and for the distribu-
tion of group membership lists. The original Antigone implemented these facilities in the
Join, Leave, and Rekey /Group Membership mechanisms. However, it was found that the
separation of these membership tasks among different mechanisms limited Aexibility: modi-
fication of membership services required changes acroas several mechanisms. This conflicted
with the component philosophy, and hence led to the new structure. Antigone currently
implements a single membership mechanism (the Antigone membership mechanism).

The membership mechanism implements both client (member joining group) and server
(admittance entity] services. The client implementation initiates the join protocol in
response to the EVT_JOIN REQ event posted by the group interface in response to the
EVT_AUTH_COM event. The client simultaneously registers a join retry timer and sends a
join request message to the admittance entity. The completion of the join is signaled by
A key management mechanism through the EVT NEW_GRUP event, after which all timers are
unregisterad.

While in general any cryptographic material may be used to prove the authenticity
of the joining member, the current implementation uses the pair-key established by the
authentication mechanism. Some environments may desire to separate the authentication
of members from the join process [BHHWI1]. Hence, other implementations may require a
second authentication protocol to join the group.

The admittance entity, through the policy engine, evaluates the jein action upon recep-
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tion of the join request. IF the action ie pormitted, a join accept message is broadeast to
the group, and & join reject otherwise. The admittance entity posts an EVT_JOIN_MEM if the
member was not previously in the group, and an EVT_REJN MEM if the member ig currently
in the group. The latter event signals that the joining member's state is stale and should
be refreshed.

The EVT_REQ_LEAV event signals that the local member desires to leave the group. The
membership mechanism broadceasts a member leave message and posts EVT_MEM_LEAV event.
As configured by paolicy, the local member may or may not wait for a leave response before
exiting.

EVT_EJCT REQ events signal that the local entity wishes to eject another member. The
event data identifies the member to be ejected. The associated text identifier is placed in
the ejection request message broadcast to the group. The ejection is either accepted or
denied by the admittance entity, the result being reported in the ejection response message.
The positive or negative result of the ejection is reported through the EVT ECIT_COM event.
The admittance entity restricts access to the ejection through the evaluation eject action.
Based on configured policy, eject requests may either be encrypted using the pair key or
digitally signed. In the latter case, the certificate itself is included with the request. Henee,
the right to eject members can be explicitly granted through an issued certificate.

Policy determines when membership lists are distributed. For example, the current
membership mechanism supports policies for none, best-effort, pogitive, negative, or perfect
membership. Based on the policy, a sequenced and signed (with the group private key) mem-
bership list is distributed following every member loave (EVT_MEM LEAV and EVT_FRC FAIL
events) (positive), every member join (EVT_JOIN_MEM) (negative), or on all membership
events (perfoct). In all cases except a none policy, the membership list is broadeast to the
group periodically. Members failing to receive membership lists can request the membership
list via the membership request message.

Membership lists contain two sequence numbers. The inferval identifier states the cur-
rent interval (which increases by one per configurable quanta). The view identifier sequences
the membership changes between intervals. Because the intervals are fixed, the accuracy of
membership information is bounded by the configured announcement periodicity {guanta).
The current interval and view sequence numbers are reported to a joining member during

the join request/response protoceol.
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5.4.3 Key Management Mechanisms

Key management mechaniams are used to establish and replace the ephemeral keys used to
secure the group. While Antigone currently implements & Key Encrypting Key (KEK) [HMYTh|,
Authenticated Group Key Management {AGKM, see below), and Logical Key Hierarchy
(LKH) [WHAYSE, WGLYS| key management mechanisms, others are possible. For exam-
ple, the current interface can be used to implement participatory key management (e.g.,
Cliques [ASTO0]). The following assumes that the KEK mechanism managing a single sym-
metric sesgion key ie used to secure the group. Key management implements two distinet
operations; key distribution and rekey management.

The group key controller (GKC) creates a key encrypting key and a traffic encrypting
key {TEK) for the configured cryptographic algorithm wpon reception of the EVT_NGRP _POL
event. A key distribution message encrypted with the member pair-key and containing the
KEK, TEK, and & group idendifier is subsoguently sent to & joining member in response
to the reception of each EVT_JOIN_MEM or EVT REJN MEM event. A member receiving the
message places the KEK and TEK in the local attribute set and posts an EVT_NEW_GRUP
event gignaling that the join has been completed.

The group identifier uniquely identifies the session context. A group identifier is the
concatonation of a text identifier and nonee value. The text identifier is an eight byte, null
terminated name string that uniquely identifies the session. The nonce is a four byte nonce
value. The group identifier is used by all mechanisms to identify under which context (e.g.,
key) a message was sent. The nonee is incremented by one each time the group is rekeyed.

Policy determines when the group is rekeyed. Similar to membership management, the
group rekeying is defined over time, leave, join, and membership sensitive policies. These
policies indicate that the group is rekeyed periodically, after member leaves, joins, or all
membership events, respectively. However, only time sensitive policies are meaningful in
KEK based schemes. KEK mechanisms are required to be time-sensitive. Hence, a timer
ia created with a configured period at initialization. A group rekey message containing a
new TEK encrypted with the KEK is distributed following each timer expiration. Clients
receiving & group rekey message install the new group identifier and TEK, and posat an
EVT NEW_GRUP as described above.

EVT KDST DRP events signale that the local member has miseed a rekey message. These

events are posted by any mechanism receiving a message containing a group identifier for



which a corresponding key has not been received. A naive implementation would simply im-
mediately transmit a key request. However, message loss caused by network congestion may
be exacerbated by the simultaneous generation of retransmit requests by many members.
Kunown as sgender implosion, this problem is likely to limit the efficiency of key distribution
in large groups or on lossy networks. A retransmit mechanism similar to SRM [FIL*97)
addressing this limitation is used. The member sete & random timer before sending a key
request message. If another key request is received prior to expiration of the timer, the
request is suppressed. The GKC retransmits the last rekey message upon reception of a key

request message.

Authenticated Group Key Management {AKGM)

The Authenticated Group Key Management (AGKM) mechanism implements a variant of
KEK key management. With respect to Antigone, it processes signals as described above.
However, TEKs are calculated rather than distributed. Hence, because any member receiv-
ing seeding data can calculate session keys, much of the complexity associated with key
management can be avoided.

Described in Figure 5.6, AGKM provides a sequence of authenticated session keys pre-
serving the advantages of KEK-based solutions. This approach provides session key inde-
pendence; knowledge of & session key provides no information with which other session keys
can be determined (without inverting h()). This approach also suffers from some of the
disadvantages of KEK-based key management:; it is not possible to eject members without
replacing all keying material.

AGEM offers geveral advantages over traditional KEK approaches. Every koy is authen-
tic; proof of its origin can be obtained from the authenticator values. Maoreover, membership
forward secrecy is guaranteed only by distributing the most recent seed values to a joining
member. Because a malicious member of the group cannot generate validation information
for future session keys, new keys can only be released by the group key controller. Hence,
a member can anly use those kevs that have been released.

An alternate use of AGKM places a heador containing the current validator information
on each transmitted message. Members receiving any message are able to directly caleu-
late the session key. Hence, much of the cost of explicit key distribudion is avoided. This
approach is useful in large groups {e.g., as one might find in large scale multimedia appli-
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Configuration Parameters Initial Values Generated by the GKC
I length of key chain ka random key seed of size |h{)|
A{) collision resistant hash function Ty random authenticator seed of size |h()|

gt. g~ group public key pair

Construction
w = At 'I[::u.]l anthenticator valuos
ki = h'{ka) key seed values

8K =hiki &) session key

1. The session keys are used in index order {e.g., SKq, SK, ..., 5K;). Hence, the
sesgion key SK; is valid only during the interval i, and ig replaced periodically {see
Section 5.4.3) through the rekeying process.

2. A member joining during interval ¢ receives the €, w, &y, and g%, These values are
transmitted under a pair key known only to the GKC and the joining member.

1. The group is rekeyed by incrementing @ and transmitting § and v (in cleartext). When
the values of v are exhausted {e.g., 1+ = p), a resced message is broadeast to the group.
‘The reseed message has the following structure;

{zp, {0, ko, w}e-}srag-)

Where 7 and -“_P are the last validator and key seed values from the previous chains,
and S§1(/{g”) is a digital signature generated using the group private key g~. The
new values of k& and v are used to seed the new key chain.

4. Any member who does not receive a rekey or reseed walue can request it directly from
the GCK. However, the GCK will never broadcast past values of k& or o (e.g., 0, ko,
and vy are replaced with the corrent interval values - 1.k, and ). In all cases, the
sesgion key is caleulated from the header information and known values of v and k.

. Any o' can be authenticated by evaluating the truth of the expression w_, = J':.I[::‘:]I.
Maore generally, any member who has received the key distribution data for some index
9 < i can validate v by applying k{) the appropriate number of times to the initially
authenticated (via digital signature] .

Figure b.6: The AGKM construction - members are distributed seed information from
which session keys are calculated. Session keys can only be calculated after authenticating
information is disclosed by the GKC.

cations); providing reliability for rekeying information can lead to sender implosion. The
cosat of this construction is header size; assuming a 16 byte hash function, AGKM requires
18 bytes of header per message.

AGEM is not the first implicit key management approach. The NARKS [BF%| and
MARKS [Bri%| systems use a seeded hierarchy to implement implicit key management for
pay-per-view video. However, AGKM's construction is significantly less costly. Receivers
in NARKS and MARKS must maintain state that grows logarithmically with the number
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of seasion keys suppaorted {as opposed to the constant amount of state required by AGKM).

5.4.4 Data Handling Mechanisms

The data handling mechanism provides facilities for the secure transmission of application
level messages. The security guarantees provided by the current Antigone data handler
mechanism include: confidenfiality, integrity, group authenticily, and sender authenticity.
The mechanism ie configured to provide zero or more of these properties. A data transform
is defined for each unique combination of properties.

Upon reception of an EVT _SEND M3G event, the data bandler evaluates the send action
via the policy engine. This tests whether the local member has the proper credentials to
send a message. If a positive result is returned, the data handler mechanism performs the
appropriate transform and broadeasts the data via the broadeast transport layer. Once the
message is sent, an EVT_SENT M8Q event is posted to the event quene.

The mechanism receiving the mesgage performs the reverse transform and evaluates the
send action (using the context supplied in the message rather than local credentials). If a
positive result is returned, an EVT_DAT RECV event identifying the received data is posted.
Note that a received message may require a session key that the local member has not yet
received (or never will). In this case, recovery is initiabed by the posting of an EVT_KDST DRP
event. The key management mechanism is required to recover by attempting to acquire the
key. Messages associated with unknown keys are dropped.

Confidentiality is achieved by encrypting the application data under the sossion key. The
algarithm used for encryption is defined by a policy. Note that the key management and
data handling mechanisms must be configured to use compatible cryptographic algorithms.
"This is stated as a policy requirement in Ismene policies through assertions (see Chapter 4).

Integrity is achieved through Keyed Meszage Authentication Codes (HMAC) [KBOYT).
To simplify, an HMAC is generated by XORing a hash of the message with the session
key. A receiver determines the validity of an HMAC by decrypting and verifying the hash
value. If the hash ig correct, the receiver is assured that the message has not been modified
in transit by an adversary external to the group. (Group authenticity is a byproduct of
integrity. T'wo constructions supporting source authentication are currently available. In
either construction, the content is accepted if the message and anthenticating information
is properly formed and the contenf_auih action evaluates suocessfully.
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The packef signing source authontication constrction implements source authentication
through digital signature [DH76]. The signature is generated using the private key exponent
associated with the sender's certificate. Receivers obtain the sender's certificate and verify
the signature using the associated public key.

Due to the computational costs of public key cryptography, the use of per-message digital
signatures to achieve sender authenticity i infeasible in high throughput groups. Several
efforts have identified ways in which these costs may be mitigated [EGMY96, GRY7, WLYS].
While the speed of these algorithms is often superior to strictly on-line gignature solutions,
their bandwidth costs make them infeasible in high throughput groups.

The online construction implements source authentication through a custom variant of
Gennaro and Rohatgi online signatures [GRY7]. In this approach, outgoing data is buffered
for a configurable period. A online digital signature is applied when a configurable threshold
of data {called a frame) is buffered or the period expires. The signature performs a forward
chaining approach in which a packet signs (contains a hash) of the immediate suecesding
packet. The first packet is digitally signed, all data is transmitted to the group. Receivers
can validate the first and subsequent packets as they arrive. Howewver, all packets following
a lost packet are dropped:; the chained signature is broken (however the mechanism is
resilient to packet re-ordering). This makes this approach inappropriate for networks with
significant packet loss. An investigation of the feasibility of both the online and packot
signing is presented in Chapter 7.

5.4.5 Failure Detection and Recovery Mechanisms

Failure detection mochanisms provide facilities for the detection and recovery of process or
communication failures. The current chained failure defection (CFD) mechanism detects
crash failed processes. However, other mechanisms (e.g., partition detection and recov-
ery [DMY6]) may be integrated through the event interfaces. The remainder of this section
assumes a CFD failure detection mechanism.

An application’s throat model may require that the system tolorate attacks in which an
adversary prevents delivery of rekeying material. Thus, without proper failure detection,
members who do not receive the most recent session information will continue to transmit
under a defunct session key. Additionally, the accuracy of membership information is in
part determined by the ability of the session leader o detect failed processes. Thus, in
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support of the other guarantees, the goal of CFD is to determine a} which members are
operating, and b that each process has the most recent group state (session keys and group
view).

Failure detection in CFD is symmetric. The failure monitor is & centralized service mon-
itoring all current members of the group. Conversely, each member monitors the group via
communication with the failure monitor. As dictated by policy, members who are depmed
failed are removed from the group. A member detecting the failure of the monitor assume
the group has failed and attempts recovery. If recovery fails, the member notifies the ap-
plication and errors the communication. Each member and the failure monitor periodically
transmit heartbeat messages. CFD detects failed processes through the absence of correct
heartheats. If a policy stated threshold of contignous heartbeats is not received, the member
or monitor is assumed failed. The current group context (e.g., group and view identifiers) is
included in each heartheat. Hence, heartheats are used to detect when current group state
is stale.

The CFD) mechanism creates a heartbeat transmission timer during initialization. A
heartbeat ig transmitted and the timer reset at its expiration. Members associate a timer
with the failure monitor after being admitted to the group (e.g., on a EVT_JOIN_COM ovent).
If no valid failure monitor heartbeat 5 received before the expiration of this timer, the
group failure is signaled through the EVT_GROP LST avent.

Upon reception of an EVT_JOIN_MEM, the failure monitor creates a timer for the joining
entity {this timer is reget on an EVT_REJN_MEM event). The timer is reset on valid heartbeats
received from the member. If the timer expires, then the member is assumed to have failed
and an EVT PRC_FAIL event is posted. Member timers are deactivated on EVT_MEM_LEAY
events, and all timers are reset on EVT_NEW _GRUF ovonts.

A member detecting a stale state or lost heartbeat messages can initiate recovery by
sending a client recovery message. This message indicates to the session leader that the
member requires the most recent group state. The reception of this message trigoers an
EVT_EDST DRP event at the failure monitor, which ultimately leads to the re-distribution of

the current session stato.
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Chained Failure Detection

CFD uses secure heartbests to detect failed or disconnected processes. The presence of a
sequence mimber in the heartbeat ensures that it is fresh. Group and view idendifiers are
used to verify that the sending process has the most recent state.

With respect to group members, the goal of the current failure protection mechanism
is the reliable detection of & session leader’s failure, not its recovery. As needed, additional
mechanisms can be introduced in the future that implement recovery algorithms using
primary backup, replication, or voting protocols to establish a new failure monitor, group
key controller, and admittance entity.

Hash chains [Lam#1] are used to amaortize the cost of heartbeat generation over many
messages®. A hash chain is the sequence of values resulting from the repeated application of
a secure hash function (f) on some initial value. For example, given an initial value £ and
chain of length k + 1, the hash chain is: {f(z) = =, f'{x), f*{z),... ,f"[r] }. Because, by
definition, {even partial) inversion of f is not feasible, knowledge nf_f'[r] gives no meaningful
information to derive f* Yx), for some 3,00 < i < k. By revealing _fk{::.'j securely, the
remaining values can be used in reverse order ag proof of the knowledge of x. This is useful
in authentication schemes (one-time passwords) because only a person who has knowledge
of  can generate the intermediate values.

Heartbeats are generated as follows. Initially, a sending process A generates a random
value r of length equal to the output of the hash function {(e.g., MDS has a 128 bit output).
Freshness is asserted through monotonically increasing heartbeat sequence numbers {5,
the first of which is selected at random (5% ). A applies f k times to generate the following
hash chain {where f and & are configured through configuration parameters):

8= = fl), 6 = fx),... 5% = o)

A generates a heartbest validafion block containing the group identifier g, her identity A,
the first heartbeat sequence mumber S'f.'l, the last value in the hash chain fkl:::l::l = & and
an HMAC generated using the pair key of 4, PK4:

.q:-"‘: 'ﬂ- Is'21 '{II[‘:-!H "4" ﬂ’ﬁk}}pﬁl

YThis nse of hash chains is similar to thase found in ooe-time password anthentication systems [Hal9d,

Fu b6,
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A heartheat message is generated by concatenating the current sequence number [S!i =
5% + i) and the next value in the hash chain (in reverse order, #%%) with the validation
block. Because encryption is only required when creating the validation block and the hash
chain itself is cached, heartbeat generation is fast. When the values of a chain are exhausted
(i > k) ar the session is rekeyed, the member generates & new hash chain and the associated
validation block. The failure monitor performs the same construction, save the HMAC is
replaced with a digital signature calculated under the group private key.

Heartbeats are validated by checking the HMAC {or signature) and testing the relation:

fE'_:,I_ Eﬂ[a'k '_] = gk

If the relation holds, then the heartbeat is valid. The heartbeat is authentic because of the
use of the pair key (or group private key) in the validation block generation. The heartbeat
ia fresh becanse of the presence of the next value in the hash chain. After receiving and
validating the initial beartbeat for a hash chain, subsequent validation can be achieved by
byte comparison of a validation block of a previously validated heartbeat. Thos, heartbeat
validation i fast.

5.4.6 Debugging Mechanisms

Debugging mechanisms are used to view the internal state of the group through the ob-
servation of events. Depicted in Figure 5.7, the currently implemented Antigone Scope
mechanism loge the progress of the group and records the throughput and latencies charac-
teristice of the application content. Which information is recorded is defined by the policy
instantiation. The scope mechanism does not currently post events, but only passively
ohserves events posted to the event bus. As a result, one can debug event processing by
analyring the type, data, and ordering of posted events.

The specialized EVT INFO_MSG i used by mechanisms to post information to debugging
mechanism. This event specifies a single string containing some information of impaort to the

mechaniam, and is frequently used to indicate state changes not reported through events.

5.5 DBroadcast Transport Layer

Multicast services have yet to become globally available. As such, dependence on multi-
cast would likely limit the usefulness of Antigone. Throngh the broadeast transport layer,
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Figure 5.7 Antigone Scope Interface - the scope mechanism records and displays all state
changes signaled via the event bus.

Antigone implements a single group communication abstraction supporting environments
with varying network resources. Applications identify at run time the level of multicast sup-
ported by the network infrastructure. This specification, called & broodeast Fransport mode,
is subgequently used to direct the delivery of group messages. The broadcast transport
layer implements three transport modes; symmeiric multicagt, point-fo-poind, and asym-
metric multicast,

The symmetric multicast mode uses multicast to deliver all messages. Applications using
this mode assume complete, bi-directional multicast connectivity between group members.
In effect, there is no logical difference between this mode and direct multicast.

The point-to-point transport mode emulates & multicast group using point-to-point com-
munication. All messages intended for the group are unicast to the session leader, and re-
layed to group members via UDP /TP [Pos8l|. As each message is transmitted by the session
leader to members independently, bandwidth costs increase linearly with group size. This

approach represents a simplified Owverlay Network, where broadoast channels are emulated



ower point to point communication. Note that a number of techniques can be used to vastly
reduce the costs our implementation [CRZ00, JGI 0]

In [AACYY9Y9], the experiences with the deployment of the Secure Distributed Virfual
Conferencing {SDVC) application are reported. SDVC i a video-conforencing application
based on an early version of Antigone (LSGC [MIPS93]). The deployed system was to
securely transmit video and audio of the September 1998 Internet 2 Member Meeting using
a symmetric multicast service. The receivers {group members) were distributed at various
cites across the United States. While some of the receivers were able to gain access to the
video stroam, others were not. [t was determined that the network could deliver multicast
packets towards the receivers {group members), but multicast traffic in the reverse direction
was not consistently available (towards the source). The lack of bi-directional connectivity
was attributed to limitations of the reverse routing of multicast packets [AACT99).

The limited availability of bi-directional multicast on the Internet coupled with the costs
of point-to-point multicast emulation lead to the design of the asymmetric multicast mode.
This mode allows for messages emanating from the session leader to be multicast, and
all other messages to be relayed through the session leader via unicast. Members unicast
each group message directly to the session leader, and the session leader retransmits the
message to the group via multicast. Thus, the costs associated with point-to-point groups
are reduced to & unicast followed by & multicast. The increasing popularity of single source
multicast [(irolll| make this a likely candidate for future use.

5.6 Optimizing Policy Enforcement

The architecture described throughout differs significantly from the initial Antigone de-
sign [MPHY99|. Several lessons learned from the initial architecture drove the design of the
modified Antigone. First, the introduction of a formal policy language required fundamental
changes in the way in which policy is enforced (e.g., through repeated evaluation of authenti-
cation and access control policy). Secondly, any fexible policy infrastructure should provide
simple, yet powerful, interfaces for implementing the many required protocols. Finally, care
must be taken in designing efficient structures upon which policy is enforced. The following

describe several optimizations addressing these design considerations.
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Figure 5.8: Generalized Message Handling (GMH) - GMH abstracts the complex tasks
of data marshaling. Senders associate data with each field defined in & (AMessageDef)
message tomplate object. (GMH marshals the data as directed by the template using the

supplied information. Receivers reverse the process by supplying additional context (such
as decryption keys) based on previously unmarshaled fields. In the figure, shaded boxes

represent marshaled or unmarshaled data (at the sender and receiver respectively), and
dots represent known field values.

5.6.1 Generalized Message Handling

By definition, a flexible policy enforcement architecture must implement a large number of
protocols, messages, and data transforms. However, correctly implementing these features
requires the careful construction of marshaling code. Marshaling is widely accepted as a
difficult, time consuming, and error prone process. This belief was reinforeed by difficalties
encountered while developing and debugging the first version of Antigone.

The Generalized Message Handling (GMIH) service is designed to address the difficul-
ties of protocol development. This service abstracts marshaling by allowing the flexible

definition of message formata. GMH uses this information in conjunction with user sup-



plied context to marshal data. Encryption, padding, byte ordering, byte alignment, and
buffer allocation and resizing are handled antomatically by GMH. Hence, the development
coste associated with implementing new protocols are reduced and buge associated with
marshaling are largely eliminated.

An AMessageDef object defines the structure of a message. Typically, a static AMeasageDef
ohjoct i8 defined for each message type implemented by 8 mechaniem. For example, the
ADataHandler mechaniem defines & definition object for each unique combination of data
security policies (e.g., confidentiality, integrity, etc.). The central attribute of each message
definition object is the megDef string. This alphanumeric string defines the typed ordering
and encapsulation of fields. For example, the following defines a simplified key distribution
IMERSALE:

magDef = “LTH[H[E[DT]"
Each alphanumeric character in the definition represents a field (data fields) or operation
spanning fielde (encapsulation fields). The latter field types identify the scope of operations
using bracket symbols. In the above example the characters L, T, and I represent a long
integer (group identifier), string (identity), and data blodk (key). The symbols H[...] and
El...] represent HMAC and encryption operations.

Described in Figure 0.8, a message is marshaled in three steps. First, an AMessage
ohjoct is constructed as directed by the associated AMessageDef object. Next, the values
for each field are assigned through the type checking DEF FIELD macro {indexed by field
number). Data fields are passed the values to place in the message. Encapsulation fields are
passed Key objects (for encryption) or Key and HashFunction objocts {for HMACs). Once
all field values have been assigned, the prepareMessage () method is called to perform the
marshaling. The marshaled data is accessed through the MsgBuf access method after the
preparaMessage () method returns. This buffer is used to transmit the marshaled message
to the group.

Upon reception of the message, receivers reverse this process through an AMessage
constructor accepting the received buffer. There may not enough information at the time of
reception to completely unmarshal the message. For example, the parent mechanism may
not know a priori the key that was used to encrypt a message. Hence, the mechanism must
determine the context under which a message was sent. The GMII service unmarshals as
much data as is possible, and calls the getEncryptionContext() or getHMACContext()
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method on the mechanism object. The mechanism can call getFieldValue() on every
field that has been unmarshaled within the context method. Fielde values are used to
determine the appropriate context, and the appropriate keys and algorithms are reported
to GMH based on this information. (Onee the constructor completes, all fields values may
be accessed through the getFieldValue (] method on the message object.

5.6.2 Caching Authentication and Access Control

Authentication and access control policy is consulted on every regulated action. Some
actions are undertaken frequently. For example, a video conferencing application may send
many packets per sccond. Thus, evaluating policy prior to the transmission of every packsot
may negatively affect performance.

Antigone provides a two level cache for authentication and access control. The first
level cache stores the result of condition evaluation. Ag described in Chapter 4, the right
to perform an action may be predicated on measurable state. The measurement of state
ia tested using special purpose functions implemented by mechanisms, the group interface,
or the application itself through the PolicyImplementor APL This API requires that each
condition evaluation return not only the positive or negative evaluation of the condition, but
must indicate the period during which the result should be considered valid. There are three
indicators associated with the reported period; fransient, fimed, and fmeariant. Transient
results should be congidered walid for only the current evaluation. Timed results explicitly
state a discrote period during which the result should be considered valid. Invariant results
are considered valid for the lifetime of the session. The cache i consulbted during the
evaluation of any authentication and acoess control policy.

A second level cache stores the results of policy evaluation. This cache stores the relevant
context under which an action was considered {e.g., credentials and conditions used during
evaluation). Entries in the cache are considered valid for the minimum of the reported
condition evaluations. Hence, any member testing the same conditions and credentials (as
would be the case in frequently undertaken actions) would simply access & cached result.
Both caches are Hushed following policy evolution.



5.6.3 Memory Management

The cost of acquiring and releasing frequently used objects via the C++ new and delete
calls significantly contributed to the message processing overheads of the initial Antigone im-
plementation. For example, the management of Buffer objects are used to store messages,
keys, and identities negatively impacted system performance. These costs were exacerbated
by requirements for additional processing prior to object deletion. It is unsafe for Antigone
to release buffere to the free store without zeroing their contents. Zeroing prevents the
expaosure of potentially sensitive information to other processes acquiring the previously re-
leased memory [Profil]. While some implementations of C++ antomatically initialize (zero)
allocated data, other methods do not (e.g., malloc [Pagh).

Antigone mitigates the coste of free store management and memory zeroing by creating
internal heaps for the most frequently used objects (e.g., typically known as slab alloca-
tion [Bonfd]. The Buffer and String classes define a stack of IntlBuf objects as static
data. IntlBuf objectz are resizable memory blocks used to implement both buffers and
strings. The buffer and string allocation methods (as called through either the free store
new or local variable stack allocation) consult the class specific Int1Buf stack for available
ohjects. If such an object exists, it is associated with the object being constructed. If no
such object i available, a new IntlBuf ohject is created. Buffer and string destructors
release these objects back onto the appropriate stack. Mote that the internal heaps are
shared by all objects in the same address space. The Buffer class implements a service
similar to the x-kernel buffer manager [HMPTHEY]) through the manipulation of attributes
and use of internal heaps.

Each stack will grow to a high-water mark. {Once reached, no further memory allocation
for the objects is needed. Hosts with limited resources may wish to place an upper bound
on the size of these stacks, and garbage collect when the bound is exceeded. This is accom-
plished by assigning the Buffer : :maxBufferHeapBytes and String: :max3tringHeapBytes
static attributes to the desired threshold (measured in bytes). Any deallocation that causes
the stack to exceed the threshold is handled by zeroing and freeing the buffer directly. In
all cases, the stacks are flushed (and buffers zeroed and released) at process termination.



CHAPTER 6
CASE STUDIES: VIRTUAL PRIVATE FILESYSTEMS IN
AMIRD

The increasingly distributed nature of computing has heightened concerns over the security
of services used to share information. Software has historically been built upon ad hoe
collections of security mechanisms. The resulting designs address singular views of perfor-
mance and security. Hence, the resulting service is inappropriate for environments with
differing requirements. Users must accept performance penalties {where unnecessary sec-
rity infrastructure is provided ) or highly undesirable vulnerabilities {where required security
is not provided).

This chapter presents the AMirD filesystem replication system. AMirD is used fo effi-
ciently and securely replicate filesystems across agents. The Ismene policies defining and
driving the security services used to protect replication are constructed from run-time con-
ditions. These conditions can be & reflection of participant abilities and requirements, the
available resources, or any ofther measurable aspect of the environment. Hence, AMirD de-
termines an appropriate security model at run-time through the evaluation of policy. This
approach allows network administrators and users, rather than developers, to construct and
control the soourity infrastructure via the systematic enforcement of policy.

This chapter serves not only as an investigation of group-based filesystem replication,
but also as an exploration of the power of policy-based security. The four environments
discusesd in the latter sections of this chapter represent distinet operating environments,
Each envirconment embodies a different set of security and performance requirementzs. The
presented policies demonstrate bow the vastly different needs of each environment can be
met through a flerible policy represeniation. lsmene not only defines a set of security
requirements, but also defines under what conditions each should be considered relevant.

Independent of security, the use of broadeast communication can significantly reduce the
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coate aseociated with content replication [JGJI*IN]. For example, the semantics of AMirD
make it ideal for mirroring (e.g., website, source code repositories). AMirD filesystems
are replicated at spocified intervals or on demand. Collections of mirror sites receive the
scheduled broadcast updates in unizon. Hence, updates can be scheduled fo ocour only
during periods of low use or during maintenance windows. Another scenario investigates
the use of mirroring in mobile environments. Mobile users have intermittent connectivity
with highly variable throughput. Thus, these users can refresh the local filesystem only
when it is convenient and desirable. Other environments (local LAN, coalition) implement
replication within one or more enterprises. These latter seonarios principally illustrate the
need for reconciliation of diverse security policies.

The remainder of this chapter is organized as follows. Section 6.1 describes the design of
AMirD. Section 6.2 describes policies appropriate for a number of operating environments.
Section 6.3 concludes with details on the configuration and management of AMirD agents.

6.1 AMirD

AMirD is & filesystem replication service based on secure group communication. An AMirD
agent is placed at each host participating in the distribution of files. The contents of each
filesystem are periodically identified and files updated at each agent as necessary. AMirD
ia not a distributed filesystem in the traditional sense. No formal read /write semantics are
provided |Tan85]). Hence, the replication service avoids the inherent complexities and costs
associated with distributed filesystoms {e.g., file locking). AMirD is focused on the reliable
and secure distribution of files across large and widely distributed communities. However, as
needed in the future, the design can be extended to provide stronger consistency guarantoes.

AMirD} geparates advertisement from distribution. As a result, consistency management
and content distribution can operate under different security models. This differs from
previous replication services that enforce a fived security (if any) over all communication.
This affords a greater degree of Hexibility in meeting the needs of interested parties.

An AMirD filesystemn is a securely replicated direcbory tree. Each filesystom is identified
by its local root pathname on the exporter host. An exporter subsequently direciz both the
identification {announcement) and subsequent distribution (download) of files within the ex-

ported filesystemn. Filesystem contents are communicated through periodic announcements.
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Figure 6.1: The Control Group - filesystem announcements are broadeast by exporters to the
control group at a policy dictated periodicity (a). Importers noting missing or stale content
request updates via download requests (b). Exporters identify the location of download
groups {aseociated with a single file download) through a download group announcement

().

Importers receiving announcements request downloads for each locally stale or non-existent
file. The files are reliably broadeast to all interested and anthorized importers under & run-
time-generated security policy. Note that any agent can simultaneously act as the importer
or exporter for zero or more filesystems,

The contrel group is used for the distribution of filesystem announcements and download
requests. Dounload groups are used to reliably broadcast the contenta of files. The following

subsections summarize the operation and use of these groupa within AMirD.

6.1.1 Control Group

The control group is created by an snitioter. The initiator creates a policy instantiation
through the reconciliation of a group policy and the local policies of each expected exporter
and importer (see Chapter 4)'. The palicy instantiation is used to initialize the appropriate
services and establish the group context. Interested importers and exporters attempt to
gain access to the group. Entities that are successfully authenticated (and permitted access
by the authentication and access control policy) are admitted to the group.

Any number of exporters and importers can exist within a gingle control group. However,

"The means by which group and local policies are soquired s outside the scope of AMicD. 1t is currently
asmumed that all such policies are made available to the indtiator prior to the coeation of the group. However,
futare revisions may provide an additional service from which these policies may be acgoired.
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Figure 6.2: Filesystem Announcement - AMirD filesystem content announcements are frag-
mented into per-directory sub-announcements. Each sub-announcement contains the per-
tinent. information regarding the files and directories of the announcement directory.

it may be desirable to limit the number of filesystems governed by a control group. This
is important where filesystem announcements are themselves sensitive, or where importers
wish to the limit processing of announcements in which they are not interested. The current
AMirDy agent supports only a single control group. Hoste must execute a separate agent for
each control group managing distinct sets of filesystems.

Depicted in Figure 6.1, exporters degcribe the contents of filesystems through periodic
broadcasts. Export announcements are fragmented into sub-announcements identifying the
directories in the filesystem. Depicted in Figure 6.2, sub-announcements contain path in-
formation, modification times, and permissions of each directory entry. File eniries are
augmented with a collision resistant hash of the file content (e.g., MDO [Riv#Za)). An-
nouncements are tagped with the exported filegystem and a unique exporter identifier.

Importers compare received announcements against the local filesystem. Directories
found to be inconsistent with an announcement are updated (or created) with the identified
permizsions and modification dates. Files and directories not identified in the announcement
are removed. Stale file contents are detected via content hashes. Files whose content
in consistent (as determined by the content hash) are updated with the permissions and
modification dates as needed.

Importers indicate the need for updates through download requests. These single file
requests are broadeast to the group. Note that in a naive approach, sender implosion can
result from the many simultaneous request broadcasts resulting from an announcement.

The sudden burst of requeste can overwhelm the exporter, cause congestion, and ultimately
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Figure 6.:: The Download Group - The file associated with the download group is broadcast

through windowed protocol {a). Selective acknowledgments (b) received by the exporter are
used to direct transmissions. The group is dishanded when the file transfer is complete.

delay updates. Similar to SHM [FIL*97], implosion is mitigated by randomly delaying
requests (for LOO-1000 milliseconds). Duplicates of requests received prior to the expiration
of the delay timer are suppressed.

Non-redundant download requeste are quened for processing by the exporter. Exporters
initiate & download group for each requested file (in the order that the associated requests
are queusd, round-robin by filesystem). The exporter broadcasts a download group an-
nouncement at the point at which the group is initialised. This announcement contains file

and network addressing information for the spawned download group.

6.1.2 Download Group

The exporter, acting as the initiator, creates a policy instantiation through the reconcili-
ation of the filesystem specific download group policy and the local policies of the control
group members. Consistency management and synchronization are separated through the
enforcement of the distinct download policy. Hence, the security used to protect file content
can be derived from the download file itself, the expected importers, or any other measur-
able aspect of the environment. Moreover, the authentication and access control policies
used to govern the group can be used to place controls over the individual files or sub-trecs
within an exported filesystem (gee Section §.2.5).

Depicted in Figure 6.3, the download group reliably distributes the file to admitted im-
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porters. The current download protocol ensures content reliability through & one-to-many
selective acknowledgment scheme [FF96). The use of other reliability techniques |[Biritd,
REBMY6, FIL*97, RBH" 98] with different performance characteristics and delivery seman-
tics may be integrated into AMirD as future needs dictate. The use of probabilistic relia-
bility protocols (e.g., FEC [Riz97] and SEM [FIL*497]) within Antigone is currently being
investigated [MPI*01].

The exporter allows & configured period for importers to join, after which no further
members are accepted into the group. The download is configured with window (w) and
block (b) gizes. The configuration parameters are gleaned from the instantiation, or where
not specified, default values are used (see Section G.23.1).

The exporter beging the download by broadeasting w packets of size b containing the
first blocks of the file. Upon reception of the w'™ packet, each importer broadcasts a w-width
bitmask acknowledgment. If an acknowledgment is not received from each importer within a
specified interval, the exparter re-transmits the w™ packet. Re-transmissions are broadeast
as directed by the importer bitmasks once all acknowledgments have been received (or
the non-reporting import have been deemed failed and ejected from the download group).
This process is repeated until the window is fully acknowledged. This window acknowledge
protocol is repeated for each window. After completion of the download, the group is
dishanded.

In general, reliable broadeast is an expensive enterprige. The period waiting for explicit
acknowledgments represents a lost opportunity to transmit data. Furthermore, the efficiency
of the group is governed by the slowest and highest loss rate importers. Hence, to make
better use of the available resources, an exporter can initiate a policy driven number of

simultaneous download groups.

6.2 Policy

This section considers the construction of AMirD) policies addressing the requirements of
four environments. The scenarios illustrate the use of policy to support secure replication
under diverse conditions. The policies designed for these environments represent singular
views of environmental requirements. A number of other interpretations may be entirely
appropriate and realizable in AMirD. Such is the promise of policy defined behavior; al-
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Figure 6.4: 5Scenario 1 - Members and services in this LAN environment are mutually
trusted. Access to filesystem content is predicated on local filesystem access rights.

ternate interpretations leading to other application requirements can be addresged through
fexible policy definition and enforcement.

As described in Chapter 2, group security can be decomposed into provisioning and
authentication and aceese control. Provigioning policies can be further decomposed into
the basic sub-policies for authentication, membership, key management, data handling,
and failure detection. Note that while many security and system requiremnents can be met
through the definition of policies along these dimensions, many others exist {e.g., reliability).
These issues are largely orthogonal to the current work, and for brevity are omitted from
the following discussion.

6.2.1 Scenario 1 - Local LAN

Local LAN environments characterized by this scenario exist within a single administrative
domain. Depicted in Figure 6.4, an enterprige infernal network supports users and services
within a small geographic area (a single building). The network iteelf is protected with
standard devices (Le., firewalls, intrusion detection, etc.). The users within this community
largely trust the local services and each other. However, usors should have (read) access
rights to the files prior to obtaining their content. AMirD provides (and suffors from the
limitations of ) a service similar to NFS [SGK86] in this environment.

Mote that, for this environment, the existence and characteristics of exported files may

not be a concern. IHence, the control group can implement a low cost policy; content



announcements do not need protection. Similarly, requiring users to be authorized before
being allowed to participate in the control group is not necessary. This is reflected in the
minimal authentication, cleartext data handling policy. A simple bey management service
configured with a {near) infinite rekey period implements an essentially static sossion key.
As users are largely trusted, membership information is not distributed.

The distribution of files within LAN should be protected, but users participating in the
distribution trust each other not to interfere with the exporting of files. Thus, the costs
of provided cryptographic guarantees such as integrity and authenticity of the files can be
avoided. Because the network is relatively isolated, weak (and thus efficient) data security
is acceptable. However, the level of secrecy should be commensurate with the sensitivity
and value of the exported files.

Accoss to exported files ghould be predicated on rights assigned by the local network
administrators. As a local authentication service is almost certainly to be used for & range of
existing services, it is highly desirable that this same serviee be used within the group. Once
admitbed, no further authentication is required. The current authentication mechanism
transfers the UNIX wser identifier (UID) during authentication, and are used to govern
access to download groups. However, this approach has similar limitations as NFS: forging
identifiers is trivial. Where needed, stronger mechanisms may be introduced.

6.2.2 Scenario 2 - Mohile Users

Mobile users® place a number of unigue security and performance requirements on AMirD.
These members exist in untrusted environments with often inconsistent and limited con-
nectivity to their kome enferprize. AMirD) can be used in this context as a means by which
remote users synchronize content between a mobile host and resources at the home enter-
prise. Depicted in Figure 6.5, the synchronization service is implemented by a gateway
machine at the border of the home enterprize. Participants are expected to connect to the
home enterprise for short periods during which synchronization occurs.

The security of the control group is driven by the need for secrecy and aunthenticity.
Where characteristics of the filesystem are sensitive {such as the existence and names of
technical documents), the control group must be confidential. However, if the existence of

*This scenario defines & mobile user as a participant operating in remote, uotrosted envirenments. The
use af wireless technodogios for commumication is neither assumed oor precladed.
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Figure 6.5: Scenario 2 - The mobile users in this environment use AMirD to synchronize

mobile devices with filesystems in their home environment. As the deviee is executing in
an untrusted network, the control and download information must be protected.

file content exposes little {such as email cache), confidentiality is not a concern. In all cases,
the (group) authenticity and integrity of control group communication must be preserved.
The typically imited computational power of mobile devices combined with unreliability
of the transport networks requires that low cost mechaniems for achieving these guarantees
should be emploved.

Similar to the control group, download groups are primarily driven by the sonsitivity
of the data being transmitbed and the costs and availability of computational and net-
work resources. Thus, content secrecy should be predicated on the sensitivity of the data
transmitted. Due to resource limitations, low cost and robust protocols should be used for
distribution. For example, it is likely that many download groups in this environment may
contain only two participants {mobile users are likely to perform synchronization at their
own gchedule). Thus, the download group protocol parameters can be tuned for smaller
groups.

Mobile users are first class members of the home enterprise, and as such may be trusted
with control group content. However, download groups must only allow access to members
with the relevant file read access. Where remote users are acting as exporters, it is likely
that only the gateway machine and the remote users should be allowed into the download
BEEI0NE.

A problem arises when dealing with user identities and credentials. If different creden-

tials are used for gaining access to the group and for exporter local file access, some mapping
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Figure 6.6: Scenario J - The enterprises comprising the coalition have conditional and fluid
trugt. The policy under which the control and download content s distributed is a direct
reflection of these conditions.

must be used to enforce authentication and socess control. AMirD currently implements
a crodential mapping function between the two identities {Certificate common names and

UNIX identifiers). Members who have rights to the relevant file (as determined by the
mapping) are allowed access to download groups.

6.2.3 Scenario 3 - Coalition Networks

A coalition network allows independent enterprises o share information in & secure and
controlled manner [PCKS01]. Depicted in Figure 6.6, the example coalition contains three
separate networks communicating over the Internet. Each enterprise shares information
with the other enterprises via a single AMirD) gateway host. The gateway host imports the
filesystems of the other enterprises in the coalition group, and exports & local filesystem.
Each enterprize maintaing an enterprise internal session within which the external enterprise
filesystems are exported to local hosts.

The coalition session communicates over a potentially hostile network. Moreover, there
ia limited and fluid trust between the coalition partners. For these reasons, the group
must be able to make progress in environments in which external adversaries or partners
attempt to disrupt the group. Hence, the coalition session should employ secrecy, integrity,
and authenticity guarantees. Strong cryptographic algorithme should be used to protect
the potentially sensitive announcements and content. Ejection of mishehaving members is

supported through an appropriate keying policy.
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Figure 6.7: Scenario 4 - The contents of a website are synchronized to a large body of
largely untrusted mirror gites. The authenticity of the content is of paramount impaortance.

The coalition session should allow only negotiated coalition behavior. For example,
it may be necessary fo restrict access to filesystems to only those coalition partners to
which the files are important and necessary. Thus, control over filesystem access should
be enforoed. Moreower, it is unlikely that all enterprises will use the same mechanism
to evaluate access. Thus, a “lingua franca" must be agreed at the point at which the
coalition group is initiated. The reconciliation algorithm determines, based on the enterprise
local policies, which (anthentication and provisioning) mechanisms are appropriate for the
BEBSI01L.

Enterprise local groups operate entirely within the local scope. As such, the policies may
be constructed in a manner similar to that dentified in Scenario 1. However, it is likely
that allowing uniform access to {external) imported filesystems is insufficient. Thus, it may
be necegsary to further restrict access by partitioning imported filesystems into smaller
filesystems exported to the local enterprise.

6.2.4 Scenario 4 - Site Mirroring

Webaite replication is increasingly being ueed to reduce client latency and Internet backbone
load. Thizs seenario demonstrates how AMirD can implement a replication service efficiently
and securely. Described in Figure 6.7, an AMirD authorifafive web server distributes web
content to a number of mirror sifes over the Internet. [pdates are announced at a configured
schedule. Hence, replication is performed automatically during pericds of low usage (e.g.,
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maintenance windows). Emergency updates are initiated without prior announcement {see
Section §.3.2).

Because the content announcements of a mirrored website are unlikely to be sensitive,
secrecy of the content is unlikely to be a chief concern. However, the authenticity, integrity,
and freshness are necessary to ensure the correct and timely updates. Similarly, download
gronps associated with public web-sites simply require anthenticity and integrity. Private
or restricted web-sites (such as those provided by password or certificate protected content)
may hawe very strict requirements for secrecy, authenticity, and integrity.

While the remote mirrors are not likely to be under the administrative control of the
home website enterprise, it is likely that they can require & uniform set of services be
supported by all mirrors. Thus, the provigioning of the sesgions can be statically defined in
the group policy.

It is important that web content be authentic. Thus, the access control policy should
state that only the authoritative web server is allowed to export, Similarly, one must ensure
authorized mirror sites are allowed to import the web filesystems.

6.2.5 IDlustrating Policy

This gection describes the representation and meaning of an example policy meeting the
scenario goals set forth in the previous sections. The policy cited in the following text
is summarized in Table 6.1 and presentod in its entirety in Appendix A. A study of the
performance of AMirDd under these policies is presented in Chapter 7. MNote that these
policies represent. one way to achieve the stated goals. In practical use, the construction and
content of Ismene policies will be & function of the application goals and issuer proforences.
As ia true of any Ismene policy, evaluation of the AMirD policy begings with the proviaion

clause. This default clanse states three sub-policies must be reconciled; antigone, monitor,
and application. Evaluation of the policy is largely driven by the grouptype predicate.
The following clauses direct reconciliation to the appropriate group provisioning:

antigona : grouptypa(locallam})  :: lanprov;

antigona : grouptypa(mobileuser) :: mobileprowv;

antigone : grouptypalcoalitiem) :: coalprov;

antigona : grouptypai{wabsita) it webprov;
% Error om non-matched grooptypa pradicate
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Poliey Control GGroup Diownload Group
mechanlam | configuratlon mechanlsm | conflguration
Seenarlo 1 - Local LAN
Authentleatbon nullauth nullauth
Membership Antlgone oo membership Anilgone oo membership
Key Management | KEK atatic key KEK atatic key
Diata Handling Antigoas cleartoxt Antigome confdentiality
Fallure Detection | nomne e
Seenario 2 - Mobile Tzers
Authenticatbon OrpenSSL CrpenSSL
Membershlp Antigoae oo membership Antigone oo membership
Key Management | AGHM R4 or Blowlish | AGEM R4 or Blowilsh
Diata Handling Antigoae imbog (el ) Antigomne imbapg | end |
Fallure Dwtection | siomne e
Seenario 3 - Coalitlon Networks
Aupthenticatlon OpenssL CrpenSSL
Membership Antlgone membership Antigone oo mpmbership
Key Management | LKH leave feject /Lall HEK or AGEM | RCA or Blowilsh
TR E]
Diata Handling Antlgone sauth /loteg foonf | Antigone sauth/integ/ conf
Failure Dwtecilon | Chalned FP o
Seenario 4 - Site Mirroring
Authenticatbon CrpenSSL CrpenSSL
Membershlp Antigoas oo membership Antigone oo membership
Key Management | AGHM Blowlish AGEM Blowlish
Diata Handling Antigoae sauth finteg Antigomne sauth /Integ
Fallure Dwtegtion | siomne L

Table .1: Scenario Provisioning Policy Summary - policies appropriate for the environments
described in Section 6.2,

Implemented by the application, grouptype identifies the environment and purpose of
the current AMirD agent. The last line (beginning with a "%’ symbol®) denotes a com-
ment stating that reconciliation will fail if no previous grouptype predicate evaluates to
true. Further evaluation of sub-policies (see below) is directed by the isControlGroup and
isDownloadGroup predicates identifying the type of group being initiated.

Scenario 1 enforces a statically defined policy similar to those available in contemporary
group communication services (Local LAN, lanprov clauses). As is appropriate for the tar-
got environment, the control group is largely unprotected. Members are not authenticated
(and are trusted to provide their real identity), and all group text is sent in the clear. No
authentication and access control is enforeed over the control group: anyone on the local

*All lsmmene comments begin with the pereent symbaol and are implicitly terminabed with an end-of-Goe
character.
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network is free to join. Thie egalitarian policy is represented through anthentication and

access conkrol clavses of the form:
jein : growptypaflocallan), isCentrolGrouwp{} !: accept;

These clauses state that any member should be allowed access to Local LAN control groups.
Howoever, the membership is free to augment these policies with additional restrictions
through local policies {See Chapter 4).

Download access (join) in scenario 1 is partially regulated by the hasReadAcceaa predi-
cate. Semantically, the predicate determines whether the identity of the member has rights
to access the download file. The user identity ($id) download (#file), and filesystem (§fsys)
are application attributes asserted by the agent at run-time. The predicate implementation
maps the user identities to UNIX a UID and GID. The predicate returns troe if either
the UIDN or GID has read access to the file or filesystem. The inJoinPhase predicate im-
plemented by AMirD) represonts a further refinoment download group access.  Membors
joining a download group in which a transfer is in progress cannot successfully complete
the download protocol. For this reason, no members are permitted to join the group after
the transfor is begun.

Scenario 2 (Mobile Users, mobileprov clause) requires a stronger security policy. Mem-
bers are authenticated wsing the local OpenSSL [Grodd)] service. As determined by the
igBensitiveFile and hasSensgitiveFileaystem prodicates, the content may be confiden-
tial. The selection of a cryptographic algorithm used to protect content is driven by local
policies. In the clause,

mkay @ ! configlagimicay {kychlan=84 , rakeypericd=&0, hash=shai}),
pilck{configl{aghnkay (cryptercd) ) . configagmkay (crypteblowfish] bl

the issuer states that either the RC4 or Blowfish encryption algorithms are acceptable.
Through reconciliation, the selection of a single algorithm is the result of the member
desires stated in the associated local policies.

All keys, certificates, and tickets ueed by Antigone are modeled as credentials. The
right to perform an action is partially derived from the credentials asserted by the member.
Credential conditions test the attributes associated with credentials. Actions are accepfod
where the asserted credentials and conditions are sufficient to meet at least one authenti-

cation and access control clause.
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Accosg to the control and download groups in seenario 2 is partially predicated on the
assertion of 3.0 certificates [HFP59Y]. The credential test in the clause,

mambar_auth : grouptypei{mcbilemser}, inlist{fid, $=sl_acl),
cradential (koa,issnar_CH=intigone_SSL_CL) .,
cradential (kcart ,subject _(H=fid,issuer_CH=3ca.subject_CH) :: accapt;

states that the member must provide a certificate issued by the known issuer Antigone SSL_CA.
Note that the Antigone enforcement engine will only assert a certificate after it has been
validated internally; a certificate is deemed valid only if a certification chain moted by a
locally stored CA certificate can be found®. In this case, validation will be based on the
locally stored Antigone 85SL_CA public key certificate.

The statically defined ACL attribute,

ssl_acl := <pemberl:membarl:member’:membard>; ¥ ACL of Acceptable Members

defined in the policy further specifies group access. This ACL attribute {as processed by
the Antigone internal inlist predicate) explicitly enumerates the identitios that have the
right to access the group.

Access to other group action requires the asgertion of the appropriate keys. The policy
assumes two types of keye are established and maintained by Antigone. Negotiated during
initial authentication, pairkeys are ephemeral shared secret keys known only to the initiator
and a single momber. Sesgion keys are created by the key management mechanism and
replaced as directed by policy. These keys are used throughout the lifetime of the group as

authorizing information. For example, the clanses

join : growptypaimobileusar), credential (kky name=fid} :: accapt;
sand ! grooptypaimobileusar), credential (kky namosfzid) r: accept;

describe the keys required to join and send data to the group. The run-time asserted
attribute $id is uwsed to identify the user. The pairkey specific name attribute identifies the
user or initiator. Hence, the credential condition 5 wsed to whether the pairkey associated
with the joining member was used to request the join. Similarly, the $gid attribute identifies

"Hevocation, and certificate management in geoeral, presents a number of difficult challenges [RMRD).

Ay such, Antigone carrently dees not make wse of any online certificate acquisition or revecation service,
A mechanism based certificate service is being considered, and may be introdueced in futare revigsions of

Antigome,



154

the current gession koy, and the credential tost determines whether the session key was nsed

to generate the message sent to the group.

The environment of Scenario 3 {Coalition Network, coalprov clause) consists of a large
number of independent enterprises. However, the services available to each enterprise may
be very different. Hence, AMirD) must allow groupe to converge on an acceptable and
interoperable set of policy implementing mechanisms. This ability is demonstrated through
the evaluation of clauses associated with key management provisioning. The clause,

cikay ¢ 1 plck({config{agkmkey(cryptercd) ), config(kekkey{cryptercdl })

states that either AGKM or KEK mechanism may be wsed for key managoment. The
decizion of mechanizm will be determined by the local policies. Moreover, access to the
gronp will be predicated on this determination; membere whose local policy is satisfied by
the resulting decigion will be free to participate. However, any member who requires the
mechanism that is not selected is precluded from participation.

Members must assert a certificate credential issued by an authority indieating the right
to participate in the control group. The clanse,

mambar_auth © grooptypel{coalition), inlist($id. #ssl_acl),
cradential (koa,issnar_CH=intigone_SSL_CL) .,
cradential (kcart ,subject _(H=fid,issuer_CH=3ca.subject_CH) :: accapt;

illustrates the uwse of credenticl binding. The first credential conditional binds all matching
authority certificates to the name ca. The second clause states that the member should
be allowed access only if the supplied certificate was issued by one of these authorities.
Hence, binding allows policy to specify trust relationships. In this case, the S5L anthority

ia trusted to regulate group access through certificate issuance.
The clauses,

ajwct © growptype{coalition), configlamember(ejecttype=pairkay)),
IsSarvar{§id) :: accapt;
oject ¢ growptype{coalition), configlamember{ejecttype=pairkay)].
Cradential (Eiky ,nama=§id}, inlist(§id, Seject_acl) :: accept;
ajwct © growptype{coaliticn), config(amember{sjecttype=cart}),
cradential (bea , izsnar CH=lntigones _Ejesction _CA),
cradential (bcert ,subjoact_CHefid, isswer_CHN=fca.sobject_CN) :: accapt;
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demonstrate how several access control methods can be used in conjunction. The first clause
indicates that the server (initiator) should always be allowed to eject, and the latter two
gtate that any member listed in the ejection ACL or who can produce & ejection authority
cortificate should be allowed to perform ejection. The config conditional states that all
access to eject should be predicated on the ejection service being enabled in the membership

mechanism.

The policy of Scenario 4 (Site Mirroring, webprov clauses) demonstrates & commonly
used content distribution policy. Members are allowed into the group if they can provide an
appropriate access certificate. Subsequent access to group functions is entirely predicated on
the initial authentication. All communication has integrity, but management of membership
or failures is deemed unnecessary.

Authenticity of group content is paramount in website mirroring. The clanse,

content_awth : grouptypa{website), credemtial (kca,isswer CN=fawthorid),
credantial (kcart, subject_(H=§id, isswer_CH=fca.sebject_CH) 1: accept;

gtates that the contont must be received from the anthenticated source. As directed by
provisioning, the authenticity of the data is inferred from the packet or online content
signature. However, it i not realistic to assume that any entity will ultimately be the
authenticating body (CA) for all webasites. Moreover, Antigone cannot determine the correct
authority; the application must identify an authenticating body based on the content. The
application signifies this judgment by identifying an anthority through $authorid attribute.
Hence, a member will only be able to mirror & website after obtaining and locally storing
the appropriate public key certificate.
Similarly, the clause,

wath : ricomfigisslauth{interval=10,retries=2, crypt=blowfish ,cafile=fauthor)};

indicates that the application will assert the desirable provisioning at run-time. Application
attributes are replaced in provisioning statements prior to reconciliation. In this case, the
CA filename will be asserted by the application. Hence, they are subject to the same
evaluation processeg as other policy defined configuration statements.

MNote that, in this scenario, there are no clanses associated with the eject action. The
AGKM keying mechanism does not provide backward secrecy (see Chapter 2). Hence, an



ejection would not provent & member from continuing to view application content. Because

the key management mechanism does not support ejection, the action is invariantly rejected.

Monitoring and application policies are relevant to (enforced by) all scenarios. The
monitoring policy states that the ascope debugging mechanism be used. The Antigone
envvar predicate tests whether the TESCOPE environment variable is set éo TRIUE. If so,
the geope wser interface g presented at each local host (see Chapter 5).

Application polices allow the application configuration to be driven by policy evaluation.
The regerved mechanism designator applic is interpreted by Antigone as application policy.
All parameters defined in the instantiation for the applic mechanism are stored in the group
attribute set. Applications obtain the relevant policy by querying the group attribute set
at run-time. To illustrate, the group policy defines the clausos,

application @ :: configlapplicifollowsymlinks=trua}), apsasth;
apsanth @ grouptype{locallan) ::

config{applic (maxerportsubgronps=2), marimportsobgronps=20)];
mpsanth © 11 config{applic{marerportsebgroaps=il, mearimportsubgrowps=10}]);

which indicate that symbolically linked files and directories should be exported. The latter
two clauses place a maximum on the number simultaneous export or import groups in which
a member may participate. This ceiling is placed at 10) groups where a computationally
expensive gender authenticity policy s enforced (as determined by other evaluation), and
20) elsewhere.

6.3 Implementation

This section considers the configuration and use of AMirD. The following subsection dis-
cusses the means by which the AMirD) filesystems and policies are specified through a
configuration file. Section 6.3.2 concludes with a brief discussion of the use of UNIX signals
to modify AMirD behavior at run-time.

6.3.1 AMirD Configuration

The configuration of an AMirD} agent is specified through a run-time specified file lo-
cated on the local host (e.g., amird.conf). This configuration file specifies the filesystoms,
parameters, and security policies to be used to direct the action of the local agent. The
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¥ Configuration section
[eonlfigl

grppol = amird_scen.apd
locpol = amird_lscen.apd
exportersinitistor

¥ Exports section

[Exports]

¥ <filesysten root> <group policy> <local policy> [<authority [ile»]
Jusrflocal famird amird_scen.apd amird_lscen.apd antigonae_ca

¥ Imports secltion

[Imports]

¥ <erporter:filesystem oot <mount point> <local policyr [tauthority filex]
antigona: fuarflocal/import fusr/local fantigone apird lscen.apd antigone_ca

Figure 6.8: An example AMirD configuration file

o o o o
= [ = L= - = = - =-d o o [ = = -

configuration file consista of three sections; & configurafion section, an erports section, and
an imports section. Figure 6.8 shows a subset of an example AMirD configuration file, and
table 6.2 enumerates all configuration file parameters.

Designated with the [config] label, the configuration section defines the operational
parameters of the AMirD agent. This includes addressing information for the various contral
and download groups, trangport parameters, and behavioral parameters. Required only by
the initiator, the policy used to define the control group is specified through the grppol
parameter. The control group local policy is specified in the locpol parameter. The
expaorter identifier is specified through the exporter parameter.

The exports section | [exportel) defines the filesystems to be exported by the local
agent. Each exported filesystem is identified by a one line definition consisting of three
fields; the local path to the root of the exported filesystem, and the group and local policies
to be used when initiating the associated download groups. If specified, the anthority file
ia used to identify the public key of authority issuing content authenticating certificates for
the exported filesystem.

The imports section ([imports]) defines the filosystem to be imported by the local
agent. Each import definition consists of three fields; the exported filesystem identifier, a
path to the root of the replicated filesystem (e.g., mount point), and the local policy to
be uped when participating in download groups associated with the imported filesystem.
The exported filesystem is uniquely identified by the exporter identifier and exporied path
filename. The imported filesystem content authority file is optionally specified.
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Gieneral Configuration
exporter exporter identifier
LSRETVED local initiate control group flag
updateperiod frequency of AMirDd advertisements
minupdateperiod | minimum advertisement frequency
meloophack flag enabling multicast loopback
Control Group Configuration

grppol control group policy
Incpaol control group local policy
authoritycert control group admittance authority certificate
transport control group transport mode
meaddr control group multicast address
meport control group multicast port
srvraddr control group server address
ETVTart | eontrol group server address

Download Group Configuration
sgiransport | subgroup transport mode

sgaddr subgroup addross
sgport subgroup multicast port
agervraddr subgroup server port (asymmetric, overlay) modes
| SESTVTPOrE | subgroup port (starting) |

Table 6.2: AMirD configuration - parameters stating the policies and configuration of an
AMirDy agent.

6.3.2 Signal Handling

AMirD is designed to be executed as a background process. However, UNIX signals [Page|
delivered through kill [Paga) (or similar service) can be used to trigger AMirD) action.
The following signals are currently supported by AMirDy

o SIGHUP - reinitialize. This terminates participation in all groups, destroys sensitive
state, and ro-reads the configuration and policy files. Configuration information is
used to direct the initialization of all identified filesystems, and {0 re-join the control
Eroup.

# SIGUSEL - re-synchronize filesystems. Announcements are immediately broadeast {re-
quested) for each exported (imported) filesystem.

« SIQINT, SIGQUIT - gracefully terminate the local agent. AMirD) immediately exits
control and download groups, destroys sensitive state, and terminates.
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Sigmals are useful in managing the mirrored filesyatems. For example, a (impaorter) user
desiring an immediate update uses the SIGUSR1 signal to indirectly trigger an announce-
ment. However, the ability to arbitrarily trigger announcements can lead to congestion or
introduce latencies in the download process. The minvpdateperiod configuration param-
eter ie used to mitigate this problem by placing a lower bound on consecutive filesystem
AnnOInCemente.



CHAPTER T
PERFORMANCE

A prerequisite to the acceptance of any policy infrastructure is an understanding of its
inherent cost. Any solution that significantly impedes the achievement of application goals
will not likely be useful. This chapter secks fo identify the fundamental costs of policy
determination and enforcement within Antigone. The processes and mechanisms defined
by the Antigone architecture are measured and analyzed. It is through this analysis that
the limitations of group policy infrastructures are illuminated, and specific enhancements
to Antigone identified.

"This chapter considers the degree to which Ismene and Antigone satisfy the goals for Effi-
cient Multiparty Determination and Efficient Enforcement. This evaluation of the Antigone
policy infrastructure described throughout is partitioned into three areas. The first area
atudies the costs associated with policy determination. A stated goal of this thesis s the
identification of approaches that allow efficient policy processing. Section 7.2 considers the
rn-time costs associated with Ismene policy evaluation, reconciliation, compliance check-
ing, and analysis under & number of diverse policies. A second area of investigation pre-
sented in Section 7.3 considers whether Ismene policies can be efficiently enforced. This
study evaluates the throughput and latency characteristics of Antigone under a range of
gronp policies. The study further investigates direct enforcement costs by profiling the
dominant factors associated with communication. Finally, an investigation of application
performance is presented in Section 7.4. The AMirDy filesystem mirroring application oper-
ating under the four scenario policies prosented in Chapter 6 is measured, and the effocts

of several security and application policies explored.

154
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Figure 7.1: Experimental Environment - all tests described in this chapter were executed in
within the Antigone cluster. Group tests were executed over five member group containing
the hoste: cete (session leader ), swarm, skulk, covey, and pod.

7.1 Implementation and Experimental Setup

The Antigone enforcement architecture and Ismene Policy Description Language have reached
maturity. The current implementation of Antigone consists of approximately G8,000 lines
of C++ code in 133 classes, and has been used as the basis for several non-trivial group
applications. All source code and documentation for Antigone, Ismene, and applications
are frecly available from the Antigone website (http://antigone.eecs.umich.edu/).

Interfaces to the Ismene policy determination support libraries are defined though the
Ismene Applications Programming Interface (API). The API defines interfaces for the cre-
ation, parsing, reconciliation, and analysis of Ismene policies. A number of tools used to
support the development of Ismene policies have been copstructed. The Ismene policy
compiler, apce, validates the syntax of group and local policies, and performs the policy
algorithms defined in Chapter 4. This tool is used extensively in the following section to
evaluate efficiency of the Ismene policy processing.

The Antigone enforcement architecture provides two programming interfaces; the Antigone
application and mechanism APIs. The former defines a set of interfaces used to integrate
applications with Antigone [MPI®01]. The latter API is used to integrate user defined
mechanisms within Antigone and Ismene.

All experiments described in this chapter were performed in the Antigone cluster envi-
ronment depicted in Figure 7.1. This environment used five 760 megahertz [BM Notfinity
servers running the Redhat 7.1 distribution of Linux kernel 2.2.14-5. Each host contains 256
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Syvmmetric orithms Asymmetric Algorithms
Algo. | Bits | MB/Sec Algo. Bits | Enc KB/Sec | Dec KB/Sec | Sig/Sec
DES 13 14.12 RSA Pub. | 512 275 PRO2T 2423
R4 124 al.7 EBSA Priv. | 512 28.84 JHEGE 274
Blowfish | 160 2430 RSA Pub. | 1024 Hd.1)2 O5.14 B
DG 124 107 .24 R5A Priv. | 1024 I i) DG 45
SHA-1 1) 5 15 RSA Pub. | 20k8 28T 20.5 254
RESA Priv. | 2048 (LHE .84 o

Table 7.1: Cryptographic Algorithm Performance - performance of algorithms used by
Antigone on an unloaded host. The bits field indicates the performance of the algorithm
under the given key {or hash) length. All symmetric algorithms were testod under 1 kilobyte
blocks of randomly generated data. All asymmetric algorithms were tested by encrypting
H3-bit blocks {the size of a 512-bit RSA signature).

megabytes of RAM and a 16 gigabyte disk. The Antigone cluster is connected by a 10Mbit
Ethornet LAN. Antigone and all applications defined in this chapter were complied using
the GNU G4+ compiler version egcs-2.91.66. The communication experiments were
executed over the isolated LAN, and all hosts were unloaded during testing.

The cryptographic funetions used by Antigone are implemented by the crypto library
distributed with the OpenS5L toolkit [Grodll]. This library has been in existence for several
yoars and is widely wsed to support SSL-enabled applications. The current implementation
has been optimized for the xB6 architecture. Table 7.1 presents a performance analysis of
the cryptographic functions implemented in the crypto library. Throughput for the various
algarithms was established by measuring the processing time (uging a local hardware clock)
of a single application of the cryptographic algorithm on a block of randomly generated
data. Thig process was repeated 300 times and throughput caleulated from the average of
the collected metrics.

The symmetric key algorithms used by Antigone (i.e, DES [Nat77], RC4 [Rivi2b], and
Blowfish [Sch$4]) were evaluated over 1 kilobyte blocks'. Another battery of tests evaluated
the algorithmes under larger input block size {10 and 3 kilobytes). The results showed that
the throughput DES and Blowfish is independent of block size {within 0.9% and 1.3%,
reapectively). However, for large input block sizea {100k), RC4 was up to 50% faster. This

1P simplify evaluation, all experiments deseribed in this chapter reflect the fived key simes defined in
Tahle 7.1, Wharre supparted by the algorithm, bwever, variabbe length bey sises may be altered to soit the
apication.
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ia largely due to the setup costs; the initialization of RC4 S-Boxes significantly impacts
throughput.

RSA [R5ATH] is the only asymmetric key algorithm currently used by Antigone. The
throughput of HSA under the varying key sizes was caleulated from 53-byte input blocks
(the largest input size allowed by the OpenSSL RSA implementation). Larger key size may
accommodate larger input sires. Hence, the throughput of REA 1024 and 2048 may actually
have throughput sizes twice ar four times the reported throughput, respectively.

Asymmetric algorithms are rarely used to encrypt data in Antigone. These algorithms
are used to gign data associated with some member or the group. Henee, the important
metric for these algorithme is the throughput of signing operations. As is demonstrated in
the latter sections of thie chapter, the speed of signing operations can be & limited factor
in groups enforcing sender authenticity.

7.2 Policy Determination

While Chapter 4 demonstrated the tractability of the algorithms used fo comstruct and
analyze Ismene policies, the run-time coste associated with Ismene policy determination
will ultimately determine the feasibility of the approach. This section investigates these
coste by benchmarking policy operations in a mumber of environments.

The apcc policy compiler was used in all experiments. apcc implements the predicates
defined in any policy by invarienently returning FALSE. Hence, the algorithm performance
cited below reflects low cost predicate evaluation; based on the semantic and implemen-
tation, application predicates may increase run-time costs. However, where possible, the
predicate evaluation cache will mitigate these costs (See Chapter G).

The paolicies used in the experiments below were randomly generated by the mkpolicy
utility. mkpolicy creates group and local policies as dictated by command line arguments
defining the number of clauses, configurations, and local policies. By construction, a spec-
ified subset of local policies are guaranteed to be compliant with any policy instantiation
resulting from reconciliation with the group policy. Clauses in generated policies are con-
structed in a linear fashion, where three clauses are defined for each tag. The final clanse
defined for a tag is unconditional {a default clause), and contains a consequence directing

evaluation to the subsequent tag. For example, a subsot of clauses for a randomly gener-
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Figure 7.2: Evaluation Algorithm Performance - time to evaluate randomly generated poli-
cies containing fived number of clauses and configuration consequences.

ated policy is defined as follows (where n is the number of clause and k 5 the number of

configurations);

ti=1 r zr emmqi{), ®i;
ti 1 pdCk, pd{} 1: unroach(); # Unreachabla
ti : pbil, pB{} :: unreach{); # Unreachabla
ti 1 11 emsgjll, tisl;

te 1 11 cosgk;

Becanse all predicates will return FALSE, evaluation is guaranteed to traverse all clanses.
The configurations are evenly split among pick and configuration consequences. mkpolicy
creates an average of two predicates per non default clause.

All policies, whether group or local, are evaluated to determine the set of configurations
potentially relevant to the group. Evaluation performs directed testing of predicates defined
in the policy and records the resulting configuration consequences. The performance of the
evaluation algorithm under randomly generated policies i presented in Figure 7.2. The
figure describes the cost of the evaluation of a single policy containing the identified number
of clansea and configurations.

The figure illustrates a central feature of evaluation; performance is largely independent
of the number of configurations. The number of clanses traversed, and honee the number of
predicates tested, will determine the cost associated with evaluation. Because the predicates
used in this test simply return invariant/false, these results serve as a lower bound to
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Figure 7.3: Reconciliation Algorithm Per- Figure 7.4: Local Policy Reconciliation - per-
formance - performance of reconciliation un- formance of reconciliation with a fixed oum-
der randomly generated policies containing ber of satisfiable and uneatisfiable local pali-
a fixed number of clauses and configuration cies.

CONJILETLIONE.

evaluation. In practice, the cost of evaluation will largely be determined by the costs
aszociabed with predicate implementations.

The Reconciliation algorithm attempts to find an instantiation satisfying at the group
policy and as many local policies as i possible. Reconciliation begins by evaluating the
group and each local policy. The set of consequences resulting from group policy evaluation
is used as a template; any instantiation will contain a subset of the configurations defined in
the config and pick statements. Local policies are used to further refine the template (e.g.,
via selection of values of pick statements). Local policies {and any refinements resulting
from its reconciliation) that cannot be satisfied by the instantiation are discarded.

The performance of the reconciliation algorithm under policies with a fived number of
clauses and configurations is presented in Figure 7.3. Note that these experiments measure
not only the refinement process, but also the evaluation of each policy. Hence, the figure
describes the total time required to reconcile a collection of policies. The figure illustrates,
for the generated policies, that the costs associated with reconciliation increase gradually
with the mumber of configuration consequences. Hence, the reconciliation of each conse-
quence requires a constant, albeit small, cost. The number of clauses has a much larger
affect on reconciliation. The evaluation of the group and (10) local policies used in these
tests dominate measured costs.

While the previous experiments indicate that the number of local policies is a central de-
terminant of the cost of reconciliation, all local policies were satisfiable. Figure 7.4 considers
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Figure 7.h: Compliance Algorithm Perfor-
mance - time to test the compliance of & ran-
domly generated local policy with an instan-
tiation containing a fixed number of configu-

ratiomns.

Figure 7.6: Online Analysis - Algorithm Per-
formance - time to test the compliance of a
randomly generated local policy with an in-
stantiation containing a fixed number of con-
figurations.

the cost of reconciliation where a subset of local policies are unsatisfiable (where the group
and all local paolicies contain 500 clauses and 50 configuration consequences). The figure
shows that the satisfiability of the local policy does not significantly impact performance.
As satisfiability of a local policy is not known g priord, the reconciliation algorithm must
attempt to find a satisfying instantiation. Because evaluation dominates the refinement
process, the effect of non-compliance has little impact on performance.

The Provisioning Complisnce algorithm tests whether a local policy is satisfied by a
policy instantiation. This consists of searching the instantiation for configurations satis-
fving the consequences resulting from the evaluation of the local policy. Configuration
consequences are satisfied if the instantiation defines the associated configuration. Pick
consequences are satisfied if exactly one of the configurations is defined by the instantia-
tion. Hence, to simplify, the provisioning compliance algorithm calculates the intersection
of the instantiation and each local policy consequence. A consequence is zatisfied when the
gize of the intersection is exactly one.

Figure 7.6 depicts the measured performance of the provisioning compliance algorithm.
In all tesig, the number of local policy consequences was equal to the number of con-
figurations. The figure shows the linear relationship between the number of configura-
tions fconsequences and performance; there is a constant cost of performing policy intersec-
tion. As the number of consequences and configurations grows, so do the costs of performing
the intersection.
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An analygis algorithm determines whether & set of invariant configuration properties
defined by an asgsertion clause are preserved by policy. mkpeolicy automatically creates
two assertions with each policy. By construction, the first assertion (consisting of a sin-
gle configuration consequence) s guarantesd to not be violated by (any) reconciliation.
While occurring frequently, the configuration consequence defining the second assertion is
guaranteed to be violated.

Semantically similar to provisioning compliance, Online analysis evaluates assertions at
run-time by analyzing an instantiation against the set of configuration assertions. This
ia performed by searching an instantiation for the {nonjexistence of the identified sets of
configurations. Depicted in Figure 7.6, this simple search is performed quickly; even very
large instantiations can be searched in a matter of milliseconds. Ag one would expect, the
search coste grow linearly with the number of configurations to be searched.

(ifline analysts attempts to determine whether, under a given policy, a set of asser-
tione can ever be violated via reconcilistion with a set of local policies. This intractable
problem requires analysis search the space of possible instantiations. Variability (e.g., pick
staterments] of the group policy can exponentially increase this space. Tests of the offline
analygis demonstrated thie explosion; a policy containing pick consequences clauses took
under 1 second to complete, and & policy with 20 clauses took over 1 hour. While a more
efficient implementation of the validity test that forms the foundation of offfine analvsis
may glean faster results, it is not clear that offline analysis of large, highly variable policies
ia feasible.

7.3 Policy Enforcement

An oft-cited liability of component and event based systems is cost. The added overheads
of event management and generalized interfaces may slow group progress, and ultimately
lead to implomentations that are inappropriate for high-speed communication. This section
considers the performance of Antigone under a mumber of policies. It is from this analysis
that an understanding of the fundamental limitations of flexible policy enforcement can be
gleaned.

The measured throughput and latency of Antigone under & number of data handling

policies is given in Figures 7.7 and 7.8. These tests attempt to find the maximum data
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Figure 7.7: Antigone Throughput - through- Figore 7.8: Antigone Latency - latency of
put of Antigone under diverse data handling Antigone under diverse data handling paoli-
policies. cies.

rate and average round trip latency of group communication under direct, null, integrity,
confidentiality and an integrity, confidentiality, and source authentication policy. The di-
rect test estimates the maximum throughput possible on the network through standard
send (receive socket calls. The null experiment implements a group that transmits data
in the clear {implements a cleartext policy). The integrity policy is enforeed by attaching
SHA-1/RCA based HMACa to each packet. The confidentiality policies encrypt all data us-
ing the identified cryptographic algorithm. The final experiment implements a strong data
handling policy where SHA-1, Blowfish and 1024 bit off-line signatures (frame size=21), pee
below) are used to ensure integrity, confidentiality, and source authentication. Note that
the latency measurements calculate the total round trip time of a single message on an
unloaded network. Hence, the latency metrics represent four traversals of the Antigone
protocol stack.

The throughput of Antigone closely follows the strength of the enforced security policy.
The direct and null data test identifies Antigone overheads. The environment is capable
of transmitting up to 9 MBytes,/Second, and Antigone is limited to just under 8. This
represents an 11% reduction in throughput. A detailed investigation of Antigone overheads
is presented below.

Integrity and confidentiality paolicies exhibit similar throughout. It ie interesting that
confidentially policy using the much slower Blowfish algorithm only marginally reduces
throughput over confidentiality implemented with the fast RC4 algorithm. Both algorithms
are gignificantly faster than the throughput of the network. Hence, unlike many previous
systoms, throughput is not limited by encryption, but on message marshaling. The dra-
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Figure 7.9: Source authentication through- Figore 7.10: Source authentication latency -
put - throughput of Antigone under a set of measured latency of Antigone under a set of
source anthentication policies. source authentication policies.

matic differences in throughput between these policies and null policy can be attributed to
encryption and marshaling: confidentiality and integrity transforms require an additional
buffer copy and the setup of the appropriate cryptographic algorithms.

"The integrity, confidentiality, and source authentication policy demonstrates the canon-
ical strong group data handling policy. While it has been suggested that similar policies are
difficult or impossible to implement in group communication [CPiN)], Antigone can achieve
high data rates (1.16 Mbytes/second) through the proper application of off-line signatures
and high-sperd encryption. It is worth noting that the test environment made use of high-
end hardware. Contemporary desktop machines may not be able to achieve these rates.

The latencies associated with these policies mirror throughput. The pull and direct
(difforing by 10 ), confidentiality and integrity policies {differing by at most 4%) exhibit
similar latencies. Note that the latency of integrity, confidentially, and source authentication
policy 18 dominated by a data forwarding timer (see below). This timer delays the packot
transmission by 10 milliseconds in both directions. In all cazes, the observed latencies were
well within normal application tolerances.

A number of works have addressed the problem of source authentication in group com-
munication [EGMS96G, GRO7, Roh89, WLI%. The authors of these works frequently state
that the cost of digital signature generation is in conflict with the abilities of high speed
groups. However, experiments within Antigone have shown that this need not always be
true. Figures 7.9 and 7.10) describe the throughput and latency of source authenticated
data under three policies. Note that each experiment uses 1024-bit BSA kovs and transmit
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10k34 hits packets.

The packet signing transform implemented by the current Antigone Data Handler mech-
anigm signs each packet as it is transmitted to the group. Receivers validate each signature
using a locally stored public key certificate. (ff-line signature caches a policy determined
number of packets {called the frame size). The packets are cached for & maximum pe-
riodl defined by the data forwarding timer (60 milliseconds in all tests). An off-line sig-
nature [EGMS6, GRYT) is generated for all packets in the frame when either the frame
becomes full or the data forwarding timer expires. The off-line signature is calculated by
appending a forward hash chain to all packets in the frame, and signing the first packet {see
Chapter 3).

Figure 7.9 shows that reasonable data rates can be achieved with packet signing. Owver
10} packets per second can be signed and processed. Maoreover, this rate can be significantly
improved with packet size increases; the cost of digital signature generation are largely
independent of the size of the signed content. For example, the 3.5Mbps through required
by a ) frames per second MPEG-1 video stream [AAC™ 9] could be achieved through 4086
byte packets.

Off-line signatures act as rate multipliers. Throughput under source anthentication poli-
cies are dominated by signature generation. Hence, by only signing every k™ packet {where
k is the frame sgize), you can linearly increase the throughput of source authentication. This
ia demonstrated in the figure, a frame size of & provides nearly § times the throughput of
packet signing. A performance ceiling is reached at a frame size of 12, where signature
generation no longer dominates cost. In this case, other aspects of message handling (e.g.,
signature generation, marshaling) begin to affect throughput.

Off-line signatures are limited by latencies, reliability, and bursty transmission. Laten-
cies are incurred when an entire frame of data is not sent. Off-line signatures also exacerbate
message loss. Any packet received following a dropped packet {until the end of the frame)
cannot be validated. Finally, there is a burst of packets following the completion of the frame
or after the data forwarding timer expires. These limitations can be mitigated by shorter
data forwarding timers and through the application of forward error correction [WL8Y] and
rate-controlled transmission [ZF94].

While the previous experiments indicate the efficiency of Antigone, they do little to

illuminate the direct costs of policy enforcement in Antigone. The following considers
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the costs associated with the Antigone protocol stack. These tests calculate the average
of 100 measurements of Antigone protocol operations during application send and receive
operations. All measurements were taken under a Blowfish confidentiality data handling
policy

The costs associated with event processing, marshaling, I/0, suthenfication and secess
control, and buffer management and quewing were measured by collecting hardware timing
information at many pointe in the Antigone protocol stack. Event processing metrics mea-
sure the time consumed in the creation, queuing, and delivery of events. Marshaling is the
process of mesgage parsing and unparsing. /() measures the time consumed by send()
and recv(] socket calls. Authentication and access control measures the time consumed
by the policy engine in evaluating action clauses and caching results. Buffer management
and gquening measures the time taken to create and destroy buffers, and the management
of message queues.

Figures 7.11 and 7.12 present the costs associated with the reception and transmission
of a single packet, respectively. Note that almost half of the 93 microseconds® of receive
overhead is consumed by event processing. This is due to event processing by other mech-
anigms; unlike send events, recoive events may incur mechanism action. For example, the
scope mechanism records the length of sent data. Hence, the application receive is delayed

by the processing of the received data by other mechanisms. Similarly, event processing

®All metrics refiect the Antigone specific operations. Henee, the performance reported by the read fwrite
breskdown does mot include eneryption costs, The tioe spent, including encryption and decryption costs,
in the readMesage and sendbesage calls & 115 and 96 microseconads, respectively.
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consigts of about 40% of transmission overhead.

Event processing costs are dominated by the event creation and quening. Unlike other
event systems (e.g., Cactus [HISUO0]), event delivery is broadcast rather than directed by
subscription. The costs associated with this design are small; event delivery {a function
call) are dominated by the cost of event creation and event queue management. Note that
subseription based approaches will have a aot of costs not present in Antigone, where the
event must be mapped onto the set of mechanisms to which it will be delivered.

About 3% of time spent in message processing is consumed by marshaling. While the
generalized message handling interface significantly reduces the effort required to develop
new message transforms, it comes at a cost. The interpretation of the message template
structures presents additional overheads over hard coded message marshaling code. The
generalized message marshaling implementation has not as yet been optimized. Hence,
based on an evaluation of the current design, there may be several ways to mitigate mar-
shaling costs. The average per cost message marshaling is about 27 microseconds for receives
and 20 for transmissions.

An interesting observation made during these experiments indicates that the time spent
in the send system call {15 microseconds) is about twice that of the receive call (8 mi-
croseconds). A test of send and recv calls external to Antigone resulted in similar results.
Henee, the difference can be attributed to the Linux implementation of the [P protocol
stack.

Enforcement of fine-grained aunthentication and access control has often been cited as
too inefficient to be realizable in high speed communication. In Antigone, however, the use
of the evaluation caching mechanism is demonstrated to mitigate the costs associated with
content regulation. The “send” action used to govern broadeast data in the test environment
ia predicated (only) on knowledge of the session key. Therefore, the send action is evaluated
on the first reception from a sender, and cached results are used until the session is rekeyed.
Authentication and access control becomes the process of searching the cache. However,
other policies requiring the evaluation of transient predicates may incur significantly higher
evaluation costs.

The remainder of the costs associated with Antigone represent those required by any
protocol implementation; buffer management and quening. These costs are associated with
the creation and destruction of send /receive/intermediate buffers and the management of
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Figure 7.13: Reliable Broadeast Transfer - average transfer times for files of varying size
under AMirD} scenario policies.

the receive queus. With the notable exception of off-line signature data handling policies,
all data is transmitted during the application sendMessage call. Therefore, no output queue

18 NETESEATY.

7.4 End-to-end Performance

While throughput measurements provide insight into the coste of policy based commu-
nication, only through its use in meaningful applications can confidence in the Antigone
approach be gained. This section considers the characteristica of the AMirD application
under the scenario policies presented in Chapter 6. The results of file transfer experiments
using the AMirD) reliable transfer protocol are depicted in Figure 7.13. These tests mea-
sured the average time of 10 file transfers of 1-kilobyte, 100 kilobyte, and 1 megabyte files
using AMirD) under the scenario policies. All tests transmitted 1-kilobyte blocks and used
an acknowledgment. window of 100 packets.

For all file sizes, the local LAN and mobile user policies exhibited significantly shorter
transfer times than the other, relatively costly policies. This is consistent with the through-
put measurements presented in the preceding section. The confidentiality policy enforced by
the LAN policy requires the encryption of data. However, encryption is sufficient to only
marginally delay transmission. The mobile uger policy implemented both confidentiality
and integrity. Hence, the round trip times were delayed while the HMACs were calculated
and additional marshaling performed.

The transmission of amaller {1k) and medium (100k) sized files is completed through a
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Policy
Member Local LAN | Mobile User | Coalition | Website
blember 1 it 161 165 1449
bMember 2 it 156 165 148
blember 3 it 152 156 164
blember 4 64 161 165 152

Table 7.2: AMirD) Performance - time, in seconds, to synchronize two AMirD filesystoms
under the scenario policies.

single window of data. Hence, in all policies, the transmission is completed in less than 500
milliseconds. The difference between transfer rates can be attributed to receivers waiting
for the data forwarding timers to expire.

While qualitatively similar, data forwarding and confidentiality policies affected coalition
and website environments differently. Both the coalition and mobile user policies enforoed
confidentiality, integrity, and sender anthenticity policies. The coalition policy implemented
a 200 millisecond data forwarding timer. Therefore, the longer transfer times can be at-
tributed to increased waiting periods associated with window acknowledgments. The short
(50 millisecond) data forwarding timer and lack of confidentiality (no transforred files were
deemed sensitive) in the mobile user policy resulted in faster transfer rates.

These results serve as a cautionary tale; one must be aware of the effects of the selectod
policies. In this case, the data forwarding timer used by off-line signatures limits the speed
with which data can be transferred. Hence, it is incumbent on a policy issuer not only to be
aware of the security required by an environment, but also to be cognizant of the secondary

effects of enforcement.

Table 7.2 describes the total time required by an AMirD agent to synchronize two
filesystems under the test environment. The first filesystem contains ten 1 megabyte files,
and the second contains one hundred 1 kilobyte files. Note that each transfer is delayved
by a 3 second join period and a 3 second shutdown period. The setup protocol s required
because the exporter does not know a prior: the identity of all interested importers, and
thus must allow ample time for members to join. The shutdown protocol is required to
gracefully destroy the group.

Synchronization times are partially a reflection of the file transfer rates and application

policies. Simple, efficient policies allow the file transfers to process at a rapid rate. Moveover,
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the Local LAN policy allows twice as many simultaneous download groups (10) than the
other policies (6). The limited amount of processing required by the simple policy leads
to greater opportunities to transmit data. Such is the promise of policy behavior; through
policy, the application can be responsive to the security policy appropriate for a given
BEESINN0.

MNote that differonces in reported measuroments ropresent timing conflicts and dropped
packets. A member who is delayed while processing other group content can either become
aware of a spawned subgroup after the transfer has begun, or miss announcements entirely.
In thir case, the member will must request and subsoquently await the re-scheduoling of the
missed transfer. Moreover, packet loss was exacerbated by the use of S5L. The expensive
authentication protoeol used by SSL consumed significant reeources (the initiator performed
this exchange for each member in every download group).

Mote that, unlike Antigone, AMirD} has yet to mature. The measurements and ingights
gleaned from these tests indicate areas of possible improvement. For example, a more offi-
cient startup protocol may increase the rate at which filesystems can be updated. Similarly,
delaye incurred by the acknowledgment window have been demonstrated to severely limit
throughput under off-line signature policies. A further improvement may allow the window
to be adaptive; the acknowledgment window can grow where no packet loss is detected.
Maoreover, knowledge of the appropriate window can be persistent over time. In this lat-
ter strategy, the sender will use receiver profiles developed over the course of an AMirD

BESSI0IN.



CHAPTER B8
CONCLUSIONS AND FUTURE WORK

This thesie has investigated technologies supporting policy management in secure group
communication. The goals identified at the outset of this work have been largely addressed.
Antigone realizes these goals through an architecture supporting flexible and efficient pol-
icy determination and enforcement. This chapter considers the contributions and future
directions relating to Antigone. The following section considers how the goals presented in
Chapter 2 are addressed. Section 8.2 presents several avenues of future investigation.

8.1 Goals

The goals presented in Chapter 2 identify the requirements of a general-purpose group
policy management infrastructure. The following text revisits each of these goals.

The Ismene policy determination engine supports flemble represenfofion throngh the
specification of policies encompassing the entirety of the group security context. Policy
issuers and members state the requirements for group provisioning, authentication, and
access control. Provigioning policies identify not only the security gnarantees provided to
the group, but also the means by which they are achieved. Policies can be conditional and
discretionary. Conditional policies state the environmental conditions under which a pro-
vigioning policy is relovant. Discretionary policies state a range of acceptable provisioning
alternatives.

Authentication policies identify the members that are allowed to participate in the group.
Fine-grained access control policies define the actions admitted members are permitted to
perform. Howewver, the actions to be governed by policy are not fixed; new actions can be
defined as requirements arise. Moreover, access is not only predicated on the presentation
of appropriate credentialz, but also on environmental conditions.

The ability of Ismene to represent policies of real-world applications and environments
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ia demonstrated in Chapter 6. Policies appropriate for the Antigone-based AMirD content
distribution service in diverse environments are represented through the Ismene language.
The performance of AMirD) under these policies is further congidered in Chapter 7. As
expectod, these experiments ghow that the strength of security afforded by the group has &
dramatic affect on performance.

A central requirement of this work s the definition of techniques for malfiparty determi-
nation. Policy must be efficiently derived from the desires and abilities of all communication
participants. The policy instantiation enforced by & group is the result of the reconciliation
of the group policy and the local policies of each expected member. Members joining the
group use the compliance algorithm to determine if the instantiation meets the requirements
gtated in their local policy.

Mote that the security defined by a policy instantiation must adhere to a set of cor-
rectness principles. Failure to adhere to these principles may result in the creation of a
gronp serviee that is insecure or non-functional. The analysis algorithms assess whether an
instantiation (in the case of online analysis) or group policy (in the case of offline analy-
sis) adheres to a set of policy-validating assertions. Hence, the security of a policy can be
assessed prior to the creation of the gronp.

The efficiency of policy determination has been assessed both analytically and exper-
imentally. The formal analysis presented in Chapter 4 shows that all algorithms used in
the critical path of session creation and maintenance are tractable {in the time-complexity
sense). Experiments in Chapter 7 further demonstrate that the policy determination algo-
rithme are efficient; an instantiation resulting from the reconciliation of many large group
and local policies can be executed in a matter of seconds. Moreover, policy reconcilia-
tion with more modest policies (such as those defined in Chapter 6) can be performed in

Flexible policy enforcement is achieved through the Antigone component architecture.
Security mechanisms are composed and configured as determined by policy. Policy is subse-
quently enforced by mechanisms through the obhservation of and reaction to relevant events.
The unigue requirements of policy management require infrastructure not present in existing
protocol frameworks. A number of architectural optimizations reducing both development
and run-time costs allow the easy integration and efficient use of new security mechanisms.
The flexibility of Antigone mechanism interfaces is demonstrated in Chapter 5 through the
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definition of & number of diverse security mechanisms.

The ability of Antigone to provide efficient enforcement is investigated in Chapter 7.
Experiments show that the high-throughput, low latency communication can be supported
by the architecture. The cost of policy enforcement in Antigone is small; in the test envi-
ronment, an application message send and receive is completed in about 10 microseconds.
These costs primarily represent those foatures present in any event-based protocol mple-
mentation; about three quarters of the processing overhead can be attributed to event
handling and message marshaling,

Antigone is required to be transport agnostic. Hence, other means of broadeast commn-
nication must be supporied where multicast is not readily available. Described in Chap-
ter f, the broadeast transport layer provides a gingle abstraction for multiparty communi-
cation in the presence of varying network services. The broadeast transport layer supports
three modes. These include symmetric multicast (implementing a broadcast media over
n-directional multicast), asymmetric multicast (using single source multicast), and point-

to-point {using unicast ).

8.2 Future Work

While this thesis has achieved ite stated goals, it does not address the requirements of all
possible environments. The following considers areas of investigation that may advance the

state of the art in group policy management.

The Ismene reconfig consequence signale that some state change has occurred that
requires policy evolution. Antigone currently disbands and reforms the group under the
new instantiation. More efficient means of policy evolution may exist. It may be possible to
transition to new mechanisms and policies without loss of security. However, the subtletios
of mechanism transition warrant further investigation.

Participatory groups provide an egalitarian environment in which all members contribute
the definition and enforcement of policy. Hence, for many applications (e.g., auctions),
participatory groups may be highly desirable. While Antigone ie not restricted to centralized
gronps, more investigation into the requirements and constraints of participatory groupe is
necesgary. Such an investigation is likely to not only increase the scope of policy supported
by Antigone, but also improve the quality and robustness of its infrastrocture.
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The cost of policy enforcoment in real applications i likely to be dominated by the toch-
nigques and algorithms used to provide security guarantees (e.g., key management, source
authentication, fault tolerance). While the performance of point solutions has been inves-
tigated [SKJHO)|, a comprebensive study of the trade-offs between security policies and
mechanisms has not been documented. A thorough investigation of the technigques used to
provide group security will guide the construction of future architectures, and is likely to
accelerate the adoption of secure group communication services.

Group negotiation protocols have been studied in many contexts [KT93, MC94, WYL *99].
The uae of these protocole in Antigone would allow participants to perform policy determi-
nation through coordinated communication, rather than through prior distribution of local
policies. Moreover, negotiation allows members to more Hexibly adapt local policies to the
requirements stated by other participants.

Antigone can be used to define application policies. These policies allow developers
and administrators to dictate application configuration through the policy determination
process. However, the advantages of this facility have yet to be fully explored. The use
of application policy may result in more coordinated behavior, and ultimately reduce the
management burden placed on users.

Antigone is currently designed for unreliable group communication in high-speed net-
works. The integration of other serviees (e.g., such as reliable group communication, surviv-
ability) into Antigone may yield & more complete solution. Moreover, these services may be
made more flexible through policy. Similarly, resource assumptions (ie., bandwidth, com-
puting power) may limit the offectiveness of Antigone in some environments (e.g., wircless
environments and mobile devices). The study and realization of mechanisms and policies
appropriate for thege environments will expand the domains in which Antigone is useful.

A technical limitation of the current architecture is that all mechanism implementations
must be available at build-time. It is often inconvenient to recompile Antigone and all its
applications after introducing a new security mechanism. The use of dynamically loaded
mechanism implementations is currently being investigated. Dynamic loading will allow
security implementations to be distributed independently of applications. In the presence

of such facilities, the mechaniems themselves can be distributed with a policy instantiation.



APPENDIX A

This section presents the Ismene policies used to control the AMirD} application presented
in Chapter 6 and evaluated in Chapter 7.

AMirD Group Policy

This following listing describes the group policy used in all cited AMirD test environments.
A throughout discussion of the construction and use of this policy is presented in Sec-

tion 6.2.5.

% Dascription : This is a AMirDl growp policy for the Chapter & scenariom.
u policy processing algorithms.

L]

% Creataed t ugust 24, B0

% Last Modified : May 20, 2001

% Attributes Saction
groupid 1= o amdrd 3

o ®E 4 O e W K=

=

% Antigone Growp-based Policy Darivation
1t provision: ::r antigona, moniter, application;

1* antigona ! grooptype{locallan) r1 lamprow]
13 antigona : growptype{ochilewsar} c: mobilaprov)
14 antigona @ growptypei{ccaliticm) :: coalprow;
1: antigone ! grouptype{eebsital 11 wabprov;

12 % Error on mon-matchad grouptype predicatae

18 % Scapmaric 1 = Local Lan
1% lanprew : :: lath, lkey, Lloem, ldat;

20 lath @ isDownloadlroepl() :: cenfigimullauth{interval=10,retries=2,crypt=das]];
2 lath @ :: config{mmllanth{interval=ld retrias=2}};

2 lkeay r 1@ configikekkey(rekeyparicd=6E636 hash=ndf crypt=das));

11 Imem r 1: config{amenbor (momdiste=none . retries=d,interval=i));

2 ldat r isDownloadlrowpl() :: configfadathndlriconf=truae});

2z ldat ¢ :: configl{adathndlr{mone=trual};

28

27 joim : grouptype{locallan), isfontrellroupl) :: accapt;

s join ¢ isDownloadGrowp(),. inleinPhase(), hasReasdlccass(fid $fila} o1 accapt;
% mambar_auth : grouptype{lecallan) 1: accept]

3  leava | growptypa{locallan) :: accapt;

3 leavae_rasp : grouptypallocallan} i acceph;

ar skmtdewm : gromptypae{locallan) :: accapt;

a1 aject : growptypallocallan) :: accapt;

M kay_dist ! growptypel{locallan) :r accapt]

.  rakay ! growptypa{locallan) :: accapt;

# sand ¢ grooptyped{locallan) :: accapt)

1749
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group_mon 1 grouptypal{locallan) rr accapt;
mambar_mon : grouptypai{locallan} ©: acceph;

% Scanaric 2 = Mobila Usar

mobdilepr : 1z math, mkay, moam, mdat;

math r 1: config{sslavth(interval=ll,retrias=d, cryptercd, cafila=ssl_call |
meam ¢ 1@ configl{amenber (mendistenone,.retrias=s, interval=h));

micay © 1@ configl{agkmkey (kychlen=6d, rekeypariod=8) hasheshall),

pilckiconfig (agkmkey{crypt=rcd) } ,config {aglmiey {crypt=blowiish} });

mdat @ isfomtrol@roup(), hasSemsitiveFilesystem() ::
config{adathndlr{integ=trna,conf=trua}), halg;

mdat r isDownloadlroep(), isSensitiveFila($fila) @
configf{adathndlr{integetroe, confetrna)), halg;

mdat ¢ :: configl{adathndlr{integ=true,conf=false}), halg;

halg ¢ :: pick{config(adathedlr{hash=ndf}} ,config{adathndlr{hash=shal)l};

ssl_acl = <mambarl:memberd:meobardmemberd>; X ACL of kccaptabla Mombars

mambar_auth : grouptype{omchilewsar), inlist{§id, #ssl_acl),

cradential (kca,issuar _CH=intigoma_ SSL_CL),

cradential (kcart ,subject_CH=$id, issner_CH=fca.sebject _CH) :
join © grouptype{mcbdlesser}), credemtial (kky,name=fid) :: accapt;
laava ! growptypa(mobileuwser), credential (kky . namo=fid) r: accapt:
loave_rasp : grouptypa{mobilenser), credemtial (kky name=fid) :: acoept;
shutdown : growptype{oobilewser}, credantial (kky.nomes=3gid) r: accept;
kay_dist : growptypeimcbileusaer), credentialikky.nmme=%id) :: accapt;
rakay ! grouptypa{mobileusar) ,cradential (kky name=fgid} :©: accapt;
sand @ grouptype{mcbdlesser}), credemtial (kky,name=fgid} :¢: accapt;
contant_anth ! credential(bca,isswer_ CH=intigone_Contant_CA),

cradential (kcert subjact _CH=§id,issuer CH=fca.sobject_CH)

% Bcamario 3 = Coalition
coalprov @ isfontroldroop() :: cath, cmem, chay, cdat, cfdr;

coalprow @ :: cath, cmem, ckay, cdat;
cath r 1: config{sslavth(interval=ll,retrias=d, cryptercd, cafila=ssl_call |
cmam ¢ 11 configl{amanber (retries=h, interval=E)),

config{ananber (@ jectanabledestrueae) ), mand);
mand @ isComtroldroup() :: configlamenber(mendist=conf, intlen=803),
config{amanbar (ajecttypespairkey, joinsans=trua, loavesans=troa,
ajactsans=trua,failsans=trual )
mand © 1: config{amanbor (memdistenone.ejecttypa=cart]];

! accapt;

11 mooapt;

ciay ¢ isComtroldroup() :: configlagikmley(kychlen=fd, rekeypariod=80, hash=shall};

cheay ¢ 1: pick{conifig(aghkmiey{cryptercd)} ,config (kekkay{crypt=rcd))};

cdat @ isfomtrolfroup() :: config{adathndlr{integ=trua,conf=trunaji},
config{adathndlr{santh=trne,satype=signpkt)};

cdat r isDownloadlroepl() :: configladathndlriinteg=tres, confe=troa)).
config{adathndlr{santhetroe, satyperonline, frosizendl datfedeZBl) ) |

cfdr: 11 configlafpchain(hasheshal maxdrophb=h hbpariod=s, chainlen=3{]} |

aject_acl := <memberl ,mambard>; ¥ Acceptable Pair Ejacticn Hembers

mambar_auth : grouptypal{coalition), inlist($id, #esl_acl},
cradential (kca,issnar _CH=lntigona_SSL_CL) .
cradential (kcart ,sobject_CHefid,issner_CH=fca.subject_{N) :
join ¢ grouptypei{ccalition), credential (ky,name=§id) :: accept;
laava ! growptypaicoalition}, credemtial (kky,name=fid) :: accapt;
laava_rasp : grouptypalcoalition), cradential (Eicy name=fid} :: accept;
aject ! growptypalcoalition), IsBServer($id) :: accept)
aject | growptypel{coalition), config{apomber(ejecttypespairiay)).
Cradential (key name=fid), inlist{§id, Sesject_acl) :: accept;
aject | growptypaicoalition}), config{amember{ejacttypa=cart)),
cradential (ca,issner_CH=intigone Ejection CRY,

! accapt]
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e cradential (boert , subjact _CH=fid, issver_CH=fca.sobject _CH} :: accapt;
oo shotdown @ growptypei{coalition), credemtial (kky, nome=fgid) :: accapt;

ot kay_dist @ growptypei{ccaliticn), comfigi(kakkay{]},

Loz cradential (kky, name=kalk} :: accapt;

iny  kay_dist @ growptype{ccalitien), credamtial (kky,name=fid) :: accept;

i rakay ! growptypalcoalitiom), configlicakiay{)}.

s cradential (bcy  namoskak) :: accept;

e rakay ! growptypaflcoalitiom} ,credential (kky,nome=fgid) :: accapt;

o7 saend @ grouptypei{ccalitiom), credential(kky,name=fgid) :: accapt;

ins  content_anth @ credential{kca,isswer CH=dntigone_Content_CA),

L cradential (kcert ,subjact_CH=%id,issuer CH=fca.subject_CH} :: accapt;
11 group_mon !0 grouptypalcoalition), credantial (kered name=fgrpl :: accapt)

11t mambar_mon : grouptypalcoalition), crademtial (bored. nape=fid) :: accapt)

L1¥

113 % Scamario 4 - Website Mirroring

114 wabprov @ :: wath, wwem, wkay, wdat;

r1e wath r 1: config{sslanth(interval=ld,retrias=3, crypteblowfish, cafile=fanthar)l;

114 WImam . config{ananber (mandistenone ojectenabled=falsa) ) |

117 whoay : u'ﬂuntru].ﬂrn'upl;] 11 configlagkmicey (kychlan=fd, rekaypariod=8) hash=shall )|

s weay @ 1: configl{agkmkey(crypt=blowfish, hash=shalll;

11 wdat @ isfomtroldroupl(} ::

] config{adathndlr{integ=trne,sauth=troe,conf=false,satypa=signpit hash=shal} ) ;
12t wdat @ isBensitivefSite{$avthor) o

L2¥ config{adathndlr{integetroe, santhetroe, confetroe  hasheshal)), sapl;

123 wdat r 1: configl{adathndlr{integstroe,santhetroe,confefalse, hasheshall), sapl)

124  sapl ¢ 1: configl{adathndlr{satype=cnline,frmsize=lb . datfwd=580});

E11
12¢ mambar_auth : grouptype{eebsitae}, credentialikca,issuer_CH=fauthorid]),

Lar cradential (bcart ,sobject_CHefid, issnar_CH=fca.subject _CH) :: accapt;
128 joim © gromptype{websita), credential (kky.nmme=$id) :: accept;

12  leave ! grouptype(website), credential (Ey name=fid) :: accapk;

13 leave_resp : grouptypalwebsite), credemtial{kky,name=§id] :: accept;

11 shutdewn @ grouptype{eebsita), credential (kky name=fgid] :: accept;

iaz  kay_dist @ growptype{eebsital}, configilelkleyi}],

L12 cradential (iey namo=kak) :: accapt;

1t kay_dist  growptype{website), credential (kky.name=fid) r: accapt;

1ar  rakay ! grouptype(website), configllellcey(}).

L3 cradential (cy  nama=kak] :: accept;

137 rakay ! grouptype(wabsite) ,credential (Mey . nama=8gid) :: accapt:

122 sand r gromptypai{websita), credential (Fky nsme=Sgid)l r: accapt:

1#e content_anth | grouptypa(website), cradential (bca,issuver_CH=fanthorid),

LG cradential (kcert subject_CH=§id,isswer CH=fca.sobject_CH} 11 accept;
14 gEroup_mon ! grouptypaiweabsite), credential (kcred.name=fgrp) :: accept;

14 mambar_men : grouptypalwabsita), credeamtial (kcred,name=fid} :: accept;

143

1§ Momitorimg

14 moniter @ aovvar{TESCOPE . TREUE) ::

LaG config{ascopaltcinonetroe, logescope. Log  update=2bd) ) ;

147 moniter @ 1: configlascopel{tclomon=falsa)};

148

142 % AMirD Application Policies

tpe applicatiom r - configl{applic(followsymlinks=trnal}, apsamth;
15t apsawth : grooptypel{locallan) ::
13 config{applici{marerportsubgroups=l0, marimportsubgroups=10}]);

163 apsagth @ 1: configlapplic{marexportsubgroups=5, maximportsubgroups=6});
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AMirD Local Policy

The following listing describes the local policy used by the initiator and all clients in the
AMirD) fest environment.

!

% Dascripticn : This is a test local policy used for testing the policy
! procassing algorithms.

n

% Craatad 1 dugmst 22, B0

% Last Modified : Augost 2, 20400

% Attributes Saction

o ® 494 oM & W W =

% Folicy Baction

- &

12 % Scemaric 1 = Le<cal Lan

14 provision: grouptype{locallan) e
18 config{onllanth{l}, configlamembar());

17 % Scanmaric 2 = Mobila Usar

1% provision : grouptypa{mobileuwsar)

) configisslanth {cryptercd, cafila=esl_cal),
N conf iglamembar {retrias=h, intarval=E)),

23 cont ig(agimicay {crypt=bloefish]) ],

21 configladathndlr (hash=shal));

BT

2z % Scamario 3 = Coalition

-3
o7 provision 1 growptypal{coalitiom}, isDownload@roup()l ::@
28 configisslanth {cryptercd, cafilasss)_cal),
29 conf ig(amembar {retrias=§, interval=8)) ,

o config(kakkay{crypt=rcd});

1t provision @ grouptypelcoalitiom), isComtroliroupl)

k}3 configisslanth {cryptercd, cafilamss)_cal),
13 conf ig(amembar {retrias=h, interval=i) ) ;

ar wath ¢ :: configi{sslauth(interval=1{,retrieas=2,crypt=blowiish,cafile=fanthox)l;

W WImem 1 config{amanbaer (mamdist=nona .ejectanabled=falsa) ) ;

% Scanario 4 - Websita Mirroring

provision 1 grouptypal(wabsite) 1:
configlsslanth{crypt=blowfish,cafile=fauther) )}, config(amembec{));

E=EFEEH

% Anthorization and Access Control

groop_awnth : configimellamth()) :: accapt;
group_aoth @ grouptypeimobileunser), credemtial{kca,isswer_CH=intigone SEL_CA],

k&t E
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AMirD Initiator Configuration File

The following listing describes the complete initiator AMirD) configuration file used by all
clients in AMirD} testing. The initiator acts as the exporter for all filegystems in the test
environment.

#

# File : initaitor.cond

£

# Dascripticn : Comfiguration file for AMirD imitator
¢

£

#

# Comfiguration sactiom
e [config]

11 grppol = amird scan.apd
12  locpol = amird lscen.apd
13 arportar=initiator

14 issarvarstrua

1 transport=symoetric

£  moaddr=224. FF.2ET.1

17 moport=GEI0

18 srvraddr=19%.168.37.4

1%  srvrpert=8400

20 updatepariod=&0

n  awthoritycart=ssl_ca

2  moloopback=tros

11 sgtransporteEsymmatric
2 sgaddre234. FT.ET.2

2 sgport=6E00

26 sgsrvradde=192.168.27.4

o ®E 494 O e W KW=

27 sgsrvrport=T400
11

= 8

# # Exports sactiom
mn [Exports]

ar  Jfuasrflocal fexperiments/amird/exportsa amird scen.apd amird lscem.apd =sl_ca
11 fasrflocal ferpariments/amirdfaxportsh amird_scon.apd amird lscem.apd ssl_ca

a8
# # Imports saectiocm

a7 [Imports]
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AMirD Client Configuration File

The following listing describes the complete client AMirD} configuration file used by all
clients in AMirD} testing. Clients act as the importers for all filesystems in the test enwvi-
ronment.

#

# File : mambarl.conf

£

# Dascription : Comfiguration file for AMirD client.
¢

£

#

# Comfiguration sactiom
e [config]

11 grppol = amird scan.apd
12  locpol = amird lscen.apd
13  transport=symmetric

14 moaddr=224. FF.ET.1

1z moport=GEi0

14 iszsarvar=falsa

17 updatepariods=&o

18 moloopback=troe

1% srvraddr=192.168.27.4
20 srvrport=8400

2 sEtransport=symmetric
1 sgaddr=224. 2T 2T.2

11 sgport=&EI0

2 sgsrvraddesid2. 168.27 .4
2t sgsrvrport=T400

2¢ awthoritycart=ssl_ca

o ®E 494 O e W KW=

a7
LI

# 8 Exports sactiom

#  [Exports]

2

ax @

1 # Imports saction

LT [Imports]

.  imitiator:fusrflocalfexperiments/amird/exportsa

o Jusrflocal fexperimants/amird/importsal amdrd lscen.apd ssl_ca

a7 dmitiator:fusrflocalfexperiments/amird/axportsh
a8 Fusrflocal fexparimentsamird fimportsbl amird lscem.apd =sl_ca
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